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Exchange-rate behavior thus not only hinges on inflation differentials but also on expected 

changes in output markets, as captured by the change in the real exchange rate. The 

expected change in the nominal real exchange rate is equal to the expected change in the 

real exchange rate and the expected inflation rates. In formula notation:

(Ee EUR/USD - EEUR/USD) / EEUR/USD = (Qe EUR/USD - QEUR/USD) / QEUR/USD) * Pe EUR/Pe USD         (2)

Where Ee EUR/USD = is the expected nominal EUR/USD exchange rate, EEUR/USD = is the actual 

nominal EUR/USD exchange rate, Qe EUR/USD is the expected change in the real exchange 

rate, QEUR/USD = is the actual real EUR/USD exchange rate, Pe EUR is the expected Eurozone 

CPI price index and Pe USD is the expected US CPI inflation index.   

This formula (as mentioned in Krugman, Obstfeld 2000) serves as our starting point for 

predicting the five-year outlook on currencies. 

In the remainder of this outlook we formulate views on the expected real exchange rate and 

the expected inflation differential. 

Expected changes in the real exchange rate 
Institutions like the BIS and OECD compile CPI-based real exchange rates. To investigate 

the expected change in the real exchange rate, we calculated the deviations in the BIS real 

effective exchange rate (REER) from its long-term trend. In the long run, relative PPP holds 

and the expected real exchange rate should be equal to its steady state value (Qe USD/EUR = 

QUSD/EUR or ‘1’ in the graph below). The graph below illustrates the deviations from 1 for 

major currency pairs. 
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Figure 6: Major currencies deviations from their long-term trends

Source: Datastream, Robeco
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As can be seen from the chart, the yen currently shows a large discount of 30% compared to 

its long-run value, while the dollar is expensive on this metric, indicating an overvaluation 

of 22%. This confirms the earlier observed signal of the recent two standard deviations 

move in the nominal euro-dollar exchange rate.  

The current deviation from fair value is expected to mean revert, so we assume that it is 

equal to the expected change in the real exchange rate over a five-year horizon. There is 

ample literature confirming this tendency to the mean in the real exchange rate (Rogoff 

1996, Frankel, Rose 1996, Hegwood, Papell 1998, Lothian and Taylor 2004).

Expected nominal exchange rate change 
We now investigate whether this metric has predictive power for nominal exchange rate 

behavior. To do this, we look at the historical realized nominal currency returns in the next five

years following a deviation from fair value in the BIS REER. We conduct an in-sample predictive

regression of the expected change in the BIS REER from its expanding long-term trend as 

independent variable versus the consequent five-year nominal returns as dependent variable. 

The relationship between the expected change in the BIS REER (based on our mean 

reversion assumption) and the subsequent nominal exchange rate returns on a five-year 

horizon is quite compelling, giving an explained variation in the consequent five-year 

returns of 54% for EUR/USD. For the EUR/JPY, the explained variation in the nominal five- 

year returns rises to 62%, and for the EUR/GBP, the explained variation drops to 31%. The 

deviation from the BIS REER can therefore be interpreted as a value metric for currencies, 

much like the Shiller PE for equities. High valuations predict lower future returns.   

When we plot the predicted returns from the model (using the historical deviations in the 

BIS REER as inputs) against the consequent five-year realized returns for the EUR/USD, the 

explanatory power is 68%, confirming the model’s strength in the sample Q1 1964 – Q1 2015 

for the EUR/USD pair. 

The high explanatory power can be explained by the fact that deviations from relative PPP 

tend to normalize over time, which coincides to a large extent with an adjustment in the 

nominal exchange rate.7 The impact of shocks should be temporary and in the absence of 
7.	 See for instance Goldman Sachs Global Economics 

Paper 124. 
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‘The euro 
is likely 
to appreciate 
against the
dollar and GBP 
over a five-
year horizon’
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further disturbances the BIS REER should move back towards its long-term value. A strong 

appreciation/depreciation of the currency in real terms thus corrects itself over time. 

One question that can be raised is how fast this adjustment process normally takes place. 

The prevailing consensus in the literature focusing on developed countries is that the half-

life process of real exchange rates ranges between three and five years (Rogoff 1996; 

Frankel and Rose 1996). More recent studies with larger sample sizes found lower half-life 

values ranging between 0.5 and 2.5 years for developed countries (Hedwood and Papell 

1998) and around 2.5 years for Latin-American countries (Astorga 2010). We estimated 

half-life values of the dollar and yen to be 2 years and 1.5 years respectively. Our estimate 

is within the range of the recent literature and implies that the assumption of full mean 

reversion on a five-year horizon of the real exchange rate is quite reasonable. 

Inflation differentials between major economies
With the deviation of the BIS REER acting as a good estimate, all we need to do is add the 

second part of equation (2), the expected inflation differential, to make a prediction of 

the overall expected change in the nominal exchange rate. We have already looked at the 

historical inflation differentials since 1900 for the three currency pairs under consideration. 

These numbers provide our base rate estimates. Applying our qualitative macro tilt to the 

base rate, we make predictions about the expected inflation differentials for the 2016-2020 

timespan. We expect the inflation differential versus the Eurozone to be +0.5% for the US, 

+0.3% for the UK and -0.1% for Japan. 

 

Using our estimates for the annual expected change in the real exchange rate and expected 

inflation differentials as inputs for the regression, we obtain the following directions for 

the EUR/USD, EUR/JPY and EUR/GBP over a five-year horizon. The adjusted R – square of the 

underlying model is 59% for EUR/GBP, 63% for EUR/JPY and 55% for EUR/USD.

Conclusion
We have developed a general framework for medium-term currency forecasting based on 

the mean reverting properties of real exchanges rates and expected inflation differentials. 

Based on the above analysis, we conclude that the euro is likely to appreciate against the 

dollar and GBP over a five-year horizon, while the euro is more likely to depreciate against 

the yen. 

Source: Robeco

Predicted 
nominal               

Predicted nominal   
exchange rate

Expected change in the    
real exchange rate

Expected inflation 
differential

EURUSD euro appreciation 13.3% -0.5%

EURJPY euro depreciation -5.1% 0.1%

EURGBP euro appreciation 4.6% -0.3%

Table 2: Predicted nominal exchange rate direction 2016-2020
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SPECIAL
TOPIC

The economic effects 
of the technological 
revolution
The emergence of all kinds of new technologies, such

as the development of increasingly powerful computer 

chips and the advance of the internet as a distribution 

channel, is dividing the world into two camps. On 

the one hand, there are those who believe the 

combination of these trends will provide a solution to 

all our economic and climatic problems. Following the 

present period of adaptation, a future is dawning in 

which robots will be doing all the work, solar energy 

will render fossil fuels superfluous and the vast array 

of services and machines will make life much easier in 

every way. The people that believe in this scenario are 

the advocates of the school of exponential growth, 

who extend every growth rate into infinity. At the other 

end of the spectrum, there are those who have serious 

doubts about the potential that these new technologies 

offer. They point to the loss of jobs associated with the 

ongoing growth of robotics and automation, and the 

emergence of ‘disruptive businesses’ is doing more 

harm than good, leading only to economic chaos.
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Reality probably lies somewhere in between. It is highly probable that cheaper and more 

powerful computers will lead to new technological applications, resulting in welfare growth. 

Yes it is hard to deny that these changes will lead to a painful process of adaptation, putting 

pressure on growth and employment opportunities. This is not a techno-optimistic or even 

a techno-pessimistic view of the underlying developments, but rather a techno-realistic one. 

From this perspective, we could expect pressures on measured GDP growth, mismatches in 

the labor market and a lower predictability of corporate profits, though offset by a rise in 

purchasing power and an increase in consumer surplus. A lot will depend on the technological 

breakthroughs that are likely to take place in the decades to come. 

The major technological developments and the speed at which these are succeeding 

one another are having a major impact on our daily lives. Today’s smartphones have 

more computer power than the PC of ten years ago, and the majority of cars that you 

see on the road are made by robots instead of flesh-and-blood workers. The good news 

for consumers is that thanks to these technological developments, many products and 

services are becoming more rapidly available and cost less. People no longer depend on a 

daily newspaper to stay abreast of world news. We can all get updates on developments 

anywhere in the world on news websites 24 hours a day. And that’s not all – most of these 

websites are free. In the music industry, a similar transition is taking place. Favorite numbers 

are increasingly being downloaded from the internet instead of being sold as CDs over the 

counter in a record store. According to data from Nielsen/Billboard, sales in the United States 

have plummeted from almost one billion CDs in 2000 to just over 250,000 last year. New 

rules are even coming about as a result of technological change in industries where no 

goods and services are transferred to the digital world. Familiar examples are Airbnb and 

Uber, which are turning the hotel sector and the taxi industry upside down. 

At the speed of light
Emerging companies that play by smarter rules than the established order, or lay the 

foundations for a completely new sector, are nothing new in and of themselves, but the 

speed at which this is currently taking place is definitely a new phenomenon. It took around 

75 years for the telephone, invented in 1876, to reach 50 million users all over the world. 

Television, introduced in the 1930s, reached this target in 13 years. The speed at which new 

devices and technologies are embraced has increased exponentially. Facebook, which is 

bigger in terms of market capitalization than General Electric, had 50 million users within 

3.5 years. This development, with its different aspects, is having major consequences. A start-

up in a small office with highly promising technology can be worth much more than a large 

production plant with thousands of employees. 

Facebook, for instance, bought photo website Instagram in 2012 for around USD 700 

million and messaging service WhatsApp for USD 19 billion in 2014. When these small 

companies were taken over, they had only 13 and 55 employees, respectively. Far fewer 

people are necessary to build a company worth billions than was the case in the past. The 

examples of Airbnb and Uber show that the incredible speed at which new services emerge 

is not limited to the digital world alone, but that it also impacts on the physical world. We 

are accustomed to the disruptive effects of new technologies, but the pace of change is 

unprecedented. As a result, the ‘old’ economy has too little time to adapt to these changes, 

which could have major social consequences. Examples are students being trained for 

jobs that may no longer exist in four years’ time, or pension funds being confronted with a 

sudden drying up of capital inflows.

‘We are 
accustomed to
the disruptive 
effects of new 
technologies, 
but the pace 
of change is 
unprecedented’
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Technology trends in perspective
The most important engine behind all the technological 

changes taking place at the moment is the development of ever 

smaller, more powerful and cheaper computer chips for all kinds 

of electronic devices. Thanks to the enhancement of existing 

production methods and the emergence of new techniques, 

the capacity and speed of new chips is doubling every two years. 

The first to predict these developments was Gordon Moore, 

co-founder of chip manufacturer Intel. He described this growth 

curve in 1965 and, as a result of his prediction, the development 

is now referred to as Moore’s Law. The increasing power of 

computers has laid the foundations for the emergence of the 

PC, the internet and the smartphone, which in turn were at 

the origin of different technologies and concepts. 

One good example is robotics. At the outset, simple production 

processes were automated (e.g. assembly line production), 

but robots are now also being used by car manufacturers 

and are currently able to perform precision work (e.g. 

surgical operations). Two related trends that have attracted 

much attention are Big Data and The Internet of Things. The 

first of these terms relates to the collection of all kinds of 

information, which is then scanned for patterns according to 

which more focused advertising messages can be sent out, 

for example. Big Data certainly offers possibilities, but current 

expectations seem to have overshot the mark. Because 

there are such huge amounts of data available, it is highly 

likely that links will be established that are not relevant or 

only apply to a very specific group. This also applies to The 

Internet of Things in that we still need to establish how great 

an impact this trend will actually have. It is very useful if a 

refrigerator can send a shopping list to a smartphone, but the 

economic impact of these actions is limited. The real strength 

should come from efficiency improvements, especially in 

industry. However, this entails a safety risk: hackers who order 

crazy things via their neighbors’ refrigerator, for example. 

Another factor is the influence of the sharing economy as a 

result of the success of companies such as Uber and Airbnb.

However, the question is what effectively drives the growth of 

this kind of service. Although selfless sharing was probably the 

idealistic concept behind the emergence of these initiatives, 

the focus for many users lies on the money that can be earned 

by making their car or house available to others. For now, the 

sharing economy relates more to a different way of organizing 

things than to a change in ideology. This trend potentially has 

a number of different consequences. If the use of services such 

as Uber gains ground, people will use goods more efficiently 

so that the demand for cars, for instance, will decline. A 

second effect is that the difference between the haves and the 

have-nots will grow larger. Those who own a car and a house 

can always benefit from rental income, while those who do 

not will have to spend money to be able to use these goods.
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Economic theory
The new technologies affect the macroeconomic growth figures in a number of ways. 

The first is the consumer surplus. This term refers to the benefit to consumers of buying a 

product or service for a lower price than they were prepared to pay. For instance, someone 

who is a big fan of a band may be prepared to pay EUR 300 for one of their CDs, although 

the same CD can be purchased from the store for EUR 20. The consumer surplus in this 

case is EUR 280. This amount increases if the music can be downloaded via the internet. 

Consumers save money that can be spent on other things, but the effect on the economy 

is not automatically positive. The increase in consumer surplus itself – although clearly 

positive – is difficult to measure and therefore does not show up in economic figures such as 

the GDP. The negative part does end up in GDP though: publishers and the music industry 

are seeing revenue decline and this is putting pressure on GDP growth. What is visible here 

is what in economic theory is called the decline in marginal costs, the second impact the 

technological change has had on the economy. 

The marginal costs reflect how much it costs to produce an extra unit of a product or 

service. In a world with completely free competition and without monopoly positions and 

technological entry barriers, the price of goods and services would in the long term reach 

approximately marginal-cost level. Economic theory holds that the potential of profit 

attracts new suppliers until that level is reached. The rise of computers and the digitization 

of certain products has resulted in a strong decline of marginal costs, sometimes even 

to near zero. After all, in contrast to making a CD or printing a newspaper, it costs hardly 

anything extra to make a digital copy of a record or to view a report on a news website. If 

the price drops to zero, it is clear what will happen to the profit: it too will drop to zero. 

In this respect, technological innovation therefore has a negative effect on the measured 

economic activity. Of course, consumers are benefiting from this movement. They pay very 

little and therefore have money to spare to buy other things. Incidentally, it should be noted 

here that decreasing marginal costs, for instance, result mainly in the case of products that 

can be made digitally: news, music and films. Expecting that this process will take place in 

all sectors of the economy, as has been claimed by some, would be too simple a notion. 

The production of a loaf of bread or a car will clearly not drop to zero as a result of today’s 

technologies. In this respect, bits and bytes behave differently to atoms. Nevertheless, here 

too, there is evidence of an ongoing constant improvement in efficiency: automation and 

the increasing use of robots can ensure that the price of other goods and services drop as 

well, but this effect is much less strong than in the digital world. 

Economic consequences
The technological changes that make life easier in many ways simultaneously put pressure 

on economic growth. This pressure is caused in part by the way in which growth is 

measured. If a consumer has to pay much less for the same news reports and music albums, 

GDP will drop. However, this drop is not a sign that the consumers are buying fewer goods 

or services, or an indication of reduced economic activity. Apart from this type of measuring 

problem, any change also has real consequences. 

Automation and the increasing use of robots can, for instance, be detrimental to job 

opportunities. Clearly we will have to wait and see to what extent this will actually be 

the case. In the past, when employment opportunities disappeared in one sector of the 

economy, they often reappeared in another. When, for instance, the industrial job engine 

fell silent, the services sector started its rapid advance. The emergence of the PC led to a 

dilemma similar to the one confronting us now. On the one hand, jobs were indeed lost 

because computers became steadily faster, cheaper and more intelligent. On the other 

‘The decline in 
marginal costs
is the second 
impact 
technological
change has 
had on the 
economy’
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hand, increasing computer power also created many new jobs. However, in the case of 

the self-driving car, it is difficult to see what drivers and insurance companies will do if it 

is introduced on a large scale. In this respect, the presumption that everything has always 

turned out for the best in the past and will therefore do so this time is quite a leap of faith.  

Another consequence of technological advances is the creation of deflationary pressure as 

a result of falling prices. In a way, this is positive deflation – since it is not caused by loss of 

demand – but the economic effects are the same. The combination of these factors could 

result in the central banks keeping interest rates low. On the bond markets, too, yields will 

therefore remain low as long as other effects such as aging or the effects of climate change 

do not have a greater influence on the monetary policy and the fixed-income markets. 

Governments in a tight corner
Another underlying trend is that the position of governments is coming under pressure as 

a result of the changes taking place. Lower economic growth and lower profits have the 

effect of reducing revenue from income tax. This also applies to pay-roll tax as a result of 

rising unemployment, while at the same time causing social expenditure to rise. Falling 

government revenue and rising expenditure will increase the budget deficit of many 

countries. In principle, this should mean rising bond yields, but its actual impact will depend 

to a large extent on the course adopted by the central banks. These developments have 

both economic and social consequences. They lead to the creation of pressure groups, with 

governments taking on more of a controlling role. In a country such as France, policies are 

focused strongly on providing as much protection as possible by regulating the existing 

situation, while the US has a tendency to give free rein in this respect. Here, technological 

innovation will be much faster, with the effect that its competitive position relative to France 

will continue to improve. 

Growing inequality: haves vs have-nots
One factor that all technological developments have in common is that they 

accentuate the differences that exist between them at various levels. For 

instance, countries that embrace the new technologies will gain an increasing 

competitive advantage over those countries that try to rein in or reverse 

innovation through regulation. In corporate life, a pattern is emerging where 

companies dominate their market if they are the first to achieve a certain 

scale or have some other decisive advantage over others. The best examples 

of this are Google, Facebook and Amazon. At an individual level the growing 

differences between the haves and have-nots are the most noticeable. 

Automation and robotics can put pressure on employment. Added to this is 

the fact that all these changes are succeeding one another so rapidly that 

part of the coming generation could well be trained for a job that no longer 

exists by the time they graduate. This could result in an explosive situation as 

unrest among those without jobs or with few possessions increases regarding 

the chasm separating them from the happy, wealthy few. There is an increasing 

possibility that governments will in the long term choose to introduce a basic 

income for all in order to take the sting out of this potential conflict.
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Another factor that influences mutual competitive positions is that the emergence of 

the Internet makes it possible for people and companies all over the world to exchange 

information and knowledge. This has the effect of massively increasing the pool of talented 

specialists who can work on solving problems. This has huge consequences, since a whizz 

kid in an emerging market such as Nigeria will make do with a much lower wage than in 

the United States. 

Effects on the financial markets
Is there anything conclusive to say about the influence of these trends on the financial 

markets? A lot will depend on the weight of each of the above aspects. The table below 

gives a summary of the principal negative and positive elements that we have identified so 

far and that can be applied to the equities market. This is clearly not about quantity – there 

are more negative than positive points – but about the weight of the different elements. 

For instance, a true techno-optimist will hold that new breakthroughs will be all-decisive, 

tipping the scales to the positive side. 

For equity investors, the negative factors can be narrowed down to two major components: 

1) less final demand, and 2) emergence of disruptive companies. The first factor speaks 

for itself. Less demand and lower growth will damage profits, which also puts pressure on 

returns. The second factor is somewhat less predictable. If even doctors and lawyers are 

starting to feel computers breathing down their necks, for instance, the consequences can 

clearly be expected to be substantial. In view of the fact that it is often young companies 

that turn a sector upside down, existing shareholders will often only be able to benefit 

from the emergence of these new companies at a later stage. Incidentally, this does not 

mean only trouble and strife. As we said earlier, we mustn’t forget that these changes are 

occurring in the world of bits and bytes rather than in the world of atoms. Unless you truly 

believe that the sharing economy is about to take off in a big way, consumers will continue 

to consume. Productivity gains and the free fall of purchasing power as a result of ‘good’ 

deflation in some sectors means that there will certainly be stocks set to benefit from 

these new developments. However, the most important – and at the same time the least 

predictable – positive factor is that of the new breakthroughs. To name a few: 3D printing, 

self-driving cars, progress in the field of developing medication based on DNA and even 

bitcoins. These can lead to a substantial growth impulse for the economy and in turn also 

improve the prospects for securities. 

Effects on the bond market
Looking at the different factors through the eyes of a bond investor, it becomes more difficult 

to find positive points. Lower growth and rising unemployment are clearly not positive 

points when dealing with government budgets. Deflation might prevent interest rates from 

‘A true techno-
optimist will 
hold that new 
breakthroughs 
will be 
all-decisive’

Negative Positive

Lower employment Productivity gains

Lower (measured) GDP growth New breakthroughs

Emergence of disruptive industries More purchasing power as a result of good

Lower profits (marginal costs) deflation

Emergence of sharing economy (less final demand) Improved consumer surplus

Weakening governments  

Table 1: The economic effects of the technological revolution
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rising too sharply, but combined with slow growth this also means that governments and 

countries will no longer be able to outgrow their debt problems. The past has taught us in 

this respect that high debt need not hamper technological development. In Great Britain, 

for instance, public debt fluctuated between 150 and 250 percent of GDP in the period when 

the industrial revolution began there in around 1770 until it came to full fruition some 50 

years later. Authors Jaume Ventura and Hans-Joachim Voth noted in a short study titled 

Debt miracle: why the country that borrowed the most industrialized the first: “Growth was 

relatively slow, especially in the beginning (Crafts 1985) – but technological change was 

probably quite rapid (Temin 1997). (…) Rates of return were high in industry, but little capital 

chased these returns. Wages failed to keep up with productivity despite the rapid move out 

of the countryside and into the cities.” If you didn’t know they were talking about the 18th 

century, you might think this was about the situation today. Slow growth, combined with 

major technological progress, high profit margins and wages that lag productivity growth. 

The only factor from which we can derive that this quote is not about the present situation 

is the remark that there was little capital seeking returns – at the moment there is much too 

much of this. All in all, the two periods have a great deal in common.



In this section we build on the methodology from

previous editions to derive the expected long-term 

returns on a wide set of asset classes, in a similar 

fashion to Bekkers, Doeswijk and Lam (2009). We take 

an unconditional long-term view, which means that 

the current economic environment is not relevant. 

These long-term expected returns can be used as the 

equilibrium returns for asset-liability management 

(ALM) studies for long-term investors such as pension 

or endowment funds. 

Long-term 
expected 

returns

3
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We realize that there is much uncertainty about our estimates. Nevertheless, we attempt 

to derive these estimates by using thorough empirical and theoretical research methods. 

We round expected returns to the nearest quarter, i.e. ¼% precision, and volatilities to 

the nearest 1%. The estimates should reflect net returns for investors that want to gain 

exposure to each asset class. For liquid assets, transaction costs and management fees 

are low, and only play a marginal role when rounding expected returns to the nearest ¼% 

precision. We discuss those times when costs actually do play a larger role. The impact of 

investment fees is largest for alternative assets such as private equity and hedge funds that 

cannot be tracked at low cost.1

In addition to estimates for asset classes we provide estimates for factor premiums within 

credits, equities and commodities. Most factors we discuss have been documented 

extensively in academic literature. We do believe it is sensible for investors to consciously 

decide on their level of exposure to these factors. There are two reasons why we 

take a conservative approach for the excess returns on these factors. Firstly, Chordia, 

Subrahmanyam and Tong (2013) argue that many popular equity return anomalies have 

declined due to anomaly-based trading. Secondly, trading costs might reduce the real-life 

profitability of these return factors.

In line with the recommendations of the Dutch Association of Financial Analysts, the 

expected returns are geometric returns that are better suited to long investment horizons.2  

Since we also estimate the volatility risk of each asset class, interested readers can convert 

the geometric return to an arithmetic expected return if they wish to do so.3 Our estimates 

are based on the worldwide market capitalization-weighted asset class. We also compare 

our estimate with the maximum allowed expected return according to the Dutch Pension 

Law and the volatility risk that is published by the Financial Services Authority in the 

Netherlands.4 5

3.1  Inflation, cash and bonds
We start by investigating the 2015 database established by Dimson, Marsh and Staunton. 

For each of the 21 countries in their database we calculate the compounded rate of 

inflation, the compounded real rates of return for cash, bonds and equities, and the excess 

returns over the 115-year period 1900-2014. Table 3.1 shows the results. We also calculate 

the average and a median over the 21 countries.

Inflation

In the long term, inflation around the globe has been significantly higher than we have 

seen over the past two decades. Germany is an outlier with its hyperinflation period 

in the early part of the sample period, resulting in an average inflation rate of 30.6% 

per year. The median compounded inflation rate equals 4.1%. Although central banks in 

developed markets target inflation at 2%, we doubt whether they will succeed in the long 

run.6  It would be lower than historically observed in any country. Moreover, inflation in 

emerging markets is somewhat higher than in developed markets. In other words, from an 

inflationary perspective, the last two decades have been exceptional. Globalization and the 

opening up of the former USSR, Latin America, China and India have also played a role, as 

this has increased the potential labor force by more than two billion workers.

Another way of describing the history of inflation is to map all 2,415 inflation figures that 

we have for 21 countries over 115 years – see Figure 3.1. Using this method, as illustrated in 

the distribution frequency, it appears that inflation most often falls in the range of 2-3%, 

with 334 observations, and the median of these individual observations together comes 

in at 2.6%. Next, it clearly shows an asymmetric distribution: there are far more years in 

1.	 We also tried to address Environmental, Social, and 
	 Governance-related risk factors such as climate 

change, but given the limited research available we 
do not explicitly take this into account to determine 
the long-term asset returns. See, for an elaborate 
overview of the impact of climate change on returns 
of asset classes, Mercer (2011) and our Expected 
Returns 2013-2017 report.

2.	 VBA (2010) Het toezicht op pensioenbeleggingen:
	 Aanbevelingen van het VBA voor het FTK.
3.	 Under the assumption of log-normally distributed 

returns the arithmetic average is the geometric 
average plus half of the variance of the returns; see 
Campbell, Lo, and MacKinlay (1997, p. 15). 

4.	 Article 1 published in the Staatsblad van het 
Koninkrijk der Nederlanden on 24 July 2010 extends 
the Besluit financieel toetsingskader with two 
additional articles, 23b and 23c. 

5.	 The Financial Services Authority in the Netherlands is 
called the Autoriteit Financiële Markten (AFM).

6.	 Please note that inflation targeting usually takes 
place without exactly specifying what central banks 
target. So while central bankers might be interested 
in the number of years the inflation was close to 2%, 
a typical investor would also experience inflation 
spikes that results in an average inflation rate of 4.0%.
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which inflation is above 2% than below 2%. A future distribution is likely to show the same 

asymmetry, as we have yet to meet the first central bank that will argue for targeting a 

period of deflation after a period of overshooting the target inflation rate, as this would 

detract from its ability to obtain its target rate.

Our view is that when making long-term predictions about inflation, investors should 

consider the past in addition to the present inflation targets. We believe long-term inflation 

to be around 3% as a compounded average. That is in the middle of central banks’ inflation 

target of 2% and the empirical reality of the 4.1% median compounded inflation over the 

period 1900 to 2015. It therefore has the appearance of a conservative estimate, being 

below the 4.1% median or 6.3% average of the 21 individual compounded inflation rates. 

Note that the median is less sensitive to outliers (such as Germany) than the average of the 

data series. 

Finally, we would like to point out that our long-term estimate is one for an average 

compounded inflation rate. As we envisage, this results from lengthy periods with inflation 

of around 2%, and some periods with inflation spikes above 2%.

3.1.1  Cash
For cash we suppose the real rate of return to be ½%, roughly in line with the historical 

median of 0.7%. Note that the average of -0.3% is heavily impacted by some cases of 

hyperinflation. There is a wide dispersion in real cash returns. No less than seven out of 21 

countries in our sample experienced negative real returns on cash.
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Indicates the target inflation rate frequently used by central banks.

Figure 3.1: Distribution frequency of 2,415 annual inflation data (1900-2014, 21 countries)

Source: Dimson-Marsh-Staunton database (2015), Robeco
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3.1.2  Government bonds
We suppose the real return on global bonds to be 1½%, which is the sum of a ½% real 

return on cash and a 1% term premium on bonds. We thereby arrive at a real return of 1½% 

which is in line with the historical median but significantly below the 1.9% for the GDP-

weighted global bond index. Due to the decent performance of bonds in recent history 

we have seen this figure creeping up, which would make a 1¼% real return estimate look 

very conservative compared to long-term history. Still, we refrain from a further upward 

adjustment of the real return as we do believe that real returns in the near future will be 

negative. This will bring down the real return on the global bond index. Our total expected 

nominal return on bonds amounts to 4½%, as our expected long-term inflation rate is 3%.7

The estimate for the long-term return on bonds is ¼% lower than our estimate of long-

term economic growth. This is in line with the theoretical notion that nominal government 

bonds should yield a lower return than expected economic growth (see also Chapter 5.5).

We would like to point out that, unlike in the case of equities (which we will discuss later), 

the real return on bonds has not been gradually realized in the past. As Figure 3.2 shows, 

real bond returns were roughly been flat in the period 1900-1980. Since then the real 

annual compounded return has been in excess of 6%. This dynamic historical pattern 

suggests that our real return estimate for bonds is more uncertain than it is for equities.

Table 3.1: Historical returns for several markets over the period 1900-2014

Source: Dimson-Marsh-Staunton database (2015), Robeco

7.	  The European Commission has suggested an 
	 Ultimate Forward Rate of 4.2%, which is close to 

our long-term return estimate on high-quality 
government bonds of 4.5%. The arguments used by 
the European Commission are very different to ours. 
They expect a 2% inflation rate and a 2.2%(!) real 
interest rate in the long run.

 Inflation  Real returns Excess returns over cash

  Cash Bonds Equities Bonds Equities

Australia 3.8% 0.7% 1.7% 7.3% 1.0% 6.6%

Austria 12.8% -8.1% -3.8% 0.6% 4.7% 9.4%

Belgium 5.1% -0.3% 0.4% 2.7% 0.7% 3.0%

Canada 3.0% 1.5% 2.2% 5.8% 0.7% 4.2%

Denmark 3.8% 2.1% 3.3% 5.3% 1.1% 3.1%

Finland 7.1% -0.5% 0.2% 5.3% 0.7% 5.9%

France 7.0% -2.8% 0.2% 3.2% 3.0% 6.1%

Germany 30.0% -2.3% -1.4% 3.2% 1.0% 5.7%

Ireland 4.1% 0.7% 1.6% 4.2% 0.9% 3.5%

Italy 8.2% -3.5% -1.2% 1.9% 2.5% 5.7%

Japan 6.8% -1.9% -0.9% 4.1% 1.0% 6.1%

Netherlands 2.9% 0.6% 1.7% 5.0% 1.1% 4.4%

New Zealand 3.7% 1.7% 2.1% 6.1% 0.4% 4.4%

Norway 3.7% 1.1% 1.9% 4.2% 0.7% 3.1%

Portugal 7.4% -1.1% 0.8% 3.4% 1.9% 4.6%

South Africa 4.9% 1.0% 1.9% 3.5% 0.9% 2.5%

Spain 5.7% 0.3% 1.8% 6.1% 1.5% 5.8%

Sweden 3.4% 1.9% 2.8% 4.5% 0.9% 2.6%

Switzerland 2.2% 0.8% 2.3% 5.3% 1.5% 4.4%

United Kingdom 3.9% 0.9% 1.6% 6.3% 0.7% 5.3%

United States 2.9% 0.9% 2.0% 5.3% 1.2% 4.4%

World 2.9% 0.9% 1.9% 5.2% 1.0% 4.3%

Median 6.3% -0.3% 1.0% 4.4% 1.3% 4.8%
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3.1.3  Credits
For high yield, investment grade credits and inflation-linked bonds, we use estimates 

for risk premiums versus government bonds as calculated by Bekkers, Doeswijk and Lam 

(2009). Below, we extend the reasoning behind this. We discuss the categories in order of 

historical data availability.

Table 3.2 shows historical excess returns for investment grade credits, high yield and 

inflation-linked bonds. According to Elton, Gruber, Agrawal and Mann (2001), the credit 

spread comprises the following three components: default risk compensation, the tax 

premium and systematic default risk premium. Additionally, Bongaerts, De Jong and 

Driessen (2011) also find a liquidity premium in credit spreads. The liquidity premium is 

estimated to be between 13 and 23 basis points by Houweling, Mentink and Vorst (2005).

We estimate the total risk premium of credits over government bonds at ¾% as we think 

the findings of Altman (1998) and Giesecke, Longstaff, Schaefer and Strebulaev (2011) are 

far closer to the true credit premium than the historical excess return that can be found in 

corporate bond indices calculated and published by Barclays Capital.8 Over the period 1973 

to 2013 the excess return for the Barclays Capital index amounts to 0.4%. Over the period 

1983 to 2013 the average excess return equals 0.9%, close to our long-term expected 

return. For this sub-period we also have high yield data available which shows that the 

return difference between credits and high yield was 1.3% during this period.

We note that the Barclays Capital index does not contain bonds with less than one year 

to maturity and investors are forced to sell bonds when they are rated below investment 

grade. Ng and Phelps (2011) find that relaxing these constraints leads to approximately a 

0.4% additional return compared to constrained indices. This is a substantial increase and 

investors should be aware of this benchmark issue when investing in credit bonds.

Low-volatility credits

In a similar spirit to the low-risk effect that is present in equity markets, recent research has 

also pointed to a low-risk effect in credit bonds. This implies that credits with low distress risk 

and low maturity achieve the same returns as the credit bond market as a whole. Illmanen, 

Byrne, Gunasekera and Minikin (2004) focus on low-maturity credits. This low-risk effect for 

Figure 3.2: Real return index for global bonds with different weighting methods

Source: Dimson-Marsh-Staunton database (2015), Robeco

Median World (GDP weighted) Average (annual rebalancing)
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8.	 We might be tempted to use the longer data series
	 by Ibbotson instead of those of Barclays. However, 

Hallerbach and Houweling (2011) argue that the 
long-term credit series from Ibbotson is an unreliable 
source to calculate excess returns, as most credits are 
of extremely high credit quality and the series is not 
appropriately duration-matched with the long-term 
government bond series.

LONG-TERM EXPECTED RETURNS



Expected Returns 2016-2020  |  91

credit markets is investigated in more detail by Frazzini and Pedersen (2010). Moreover, a 

Robeco report entitled ’The low-risk anomaly in credits ‘indicates that measuring credit risk 

using multiple dimensions leads to higher risk-adjusted returns for investors. Although this 

line of research suggests that the risk-return relationship might be inverse, our conservative 

assumption is that the expected return on the low-risk credit bond asset class is equal to the 

entire credit market.

3.1.4  High yield
High-yield bonds require a higher default premium than corporate bonds due to the lower 

creditworthiness of the issuers or subordinate debt and hence their higher risk profile. Altman 

(1998) also examines the return on US high-yield bonds compared to US Treasuries over the 

period 1978-1997. The excess return of high yield over Treasuries during this 20-year period 

is 2.5%. We believe that this figure significantly overstates the risk premium of high yield. At 

the start of the sample period the high-yield market was still immature with the associated 

liquidity problems and biases. Our sample period from 1983 to 2013 has a risk premium for 

high-yield bonds of 1.7% over government bonds. We proceed with a 1¾% premium over 

government bonds, assigning more weight to our sample than Altman’s older sample.

We still want to discuss the impact of transaction costs as a possible hindrance for investors 

to achieve our estimated returns for corporate bonds. We believe that a buy and hold 

investor should easily be able to achieve the returns that we project. To illustrate this, 

the median spread on US investment grade corporate bonds has been 1.2% since 1983 

(average 1.4%), and 5.1% for US high yield since 1987 (average 5.5%). After applying a 

typical default rate of 0.2% and recovery rate of 60% for investment grade, and 3-5% and 

40% respectively for high yield, this should bring our estimated returns within reach. This 

results in a typical credit loss for investment grade of 0.1% and close to 3% for high yield. 

However, we note the argument of Houweling (2011) that the returns for corporate bond 

indices are difficult to replicate as transaction costs for corporate bonds are higher than for 

government bonds which are more liquid and cheaper to trade. For government bonds he 

Table 3.2: Estimated excess returns for investment grade credits, high-yield bonds and inflation-linked bonds

 Excess returns   

 over cash over bonds Volatility Period

Investment grade credits     

Robeco (using Barclays data on US credits) 2.6% 0.4% 5.3% 1973-2013

Robeco (using Barclays data on US credits) 4.2% 0.9% 5.6% 1983-2013

Altman (1998)  0.8% 5.4% 1985-1997

Giesecke, Longstaff, Schaefer, Strebulaev (2011)   0.8%  1866-2008

Ng and Phelps (2011)  0.3%   

High-yield bonds     

Robeco (using Barclays data on US high yield) 5.0% 1.7% 8.6% 1983-2013

Altman (1998)*  2.5% 5.2% 1978-1997

Ng and Phelps (2011)  3.1%   

Inflation-linked bonds     

Robeco (using Barclays data on US IL bonds) 4.2% 1.0% 5.8% 1998-2013

Hammond, Fairbanks, and Durham (1999)  0.5%  -

Grishchenko and Huang (2008)  0.1%  2004-2006

Source: Robeco
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reports an underperformance of 16 basis points for the average Exchange Traded Fund in his 

study, while for investment grade bonds he reports an underperformance of 56 basis points, 

and for high-yield funds the average underperformance amounts to no less than 384 basis 

points. Obviously, the liquidity or lack of it for these asset classes requires extra attention in 

terms of portfolio implementation. Passive index investing is likely to disappoint investors.

3.1.5  Inflation-linked bonds
The return to maturity on (default-free) inflation-linked bonds comprises the real interest 

rate and the realized inflation rate. Intermediate returns depend on changes in expected 

inflation. This differs from the return on default-free nominal bonds which consists of a real 

interest rate, expected inflation and an inflation-risk premium. The cost of insurance for 

inflation shocks should be reflected by a discount on the risk premium for inflation-linked 

bonds relative to nominal bonds. Theoretically, the inflation risk premium should be positive. 

Over the last 15 years the inflation risk premium in the US has been negative, as shown in 

Table 3.2, as inflation-linked bonds earned a 1.0% higher return than nominal bonds.9 When 

the inflation-risk premium is positive, we expect inflation-linked bonds to underperform 

nominal bonds of the same maturity. Instead, nominal government bonds lagged inflation-

linked government bonds. Grishchenko and Huang (2012) point to liquidity problems in the 

Treasury Inflation-Protected Securities (TIPS) market as the reason for the low inflation risk 

premium that they document. After adjusting for liquidity in TIPS they find an inflation risk 

premium of between -0.09% and 0.04% over the period 2000-2008, depending on the 

proxy used for expected inflation. They estimate the liquidity premium to be around 0.13%. 

Hammond, Fairbanks, and Durham (1999) estimate the risk premium at 0.5%.10 On the 

basis of these findings we estimate the premium of nominal bonds over inflation-linked 

bonds at ¼%. This results in an ex-ante estimated total nominal return of 4¼% for inflation-

linked government bonds relative to 4½% for nominal government bonds.

3.1.6  Emerging market debt
Emerging market debt (EMD) is a fast-growing asset class with dynamic characteristics. The 

size of the emerging market corporate debt market has grown significantly in recent years 

as the BIS noted in its 85th annual report. Total issuance by non-financial and non-bank 

financial corporations amounted 138 billion dollar in 2014.. As data availability is limited, it 

is impossible to take a firm view on risk and return for this asset class. Moreover, it is not a 

completely homogenous asset class.

In Table 3.3 we compare global government bonds, credits, high yield and EMD. Here, we 

have created two baskets of EMD. Both baskets have a monthly rebalanced three-quarter 

weight in sovereign bonds in local currencies and a one-quarter weight in EMD corporate 

debt issued in USD. The difference is whether or not one hedges the sovereign debt. 

Usually, investors maintain some level of currency exposure. Without currency exposure, 

EMD has on average returned 7.0% a year in (roughly) the past ten years, a 2.5% premium 

over (global developed market) government bonds. With currency exposure, the return was 

11.2% and the premium 6.7% while the standard deviation for EMD was twice as high at 

10.8% for unhedged portfolios than it was for those which were hedged (5.3%). Ex-ante, 

we position EMD between credits and high yield for two reasons. Firstly, both US corporate 

dollar-denominated debt and unhedged local currency sovereign debt have had standard 

deviations that are roughly in line with those of high yield. Secondly, the average credit 

ratings for Treasury (AA2/AA3), euro credits (A1/A2), sovereign emerging debt (BAA2) and 

global high yield (BA3/B1) indicate that from a credit rating perspective, EMD should also 

be placed between credits and high yield. After all, we estimate the EMD premium over 

government bonds to be 1½%, which brings the nominal return to 6%. This is one notch 

below our return estimate for high-yield bonds, as we believe the risk profile is closer to 

9.	 This could be due to differences in duration between 
	 nominal and inflation-linked bonds, differences 

caused by tax treatment between nominal and 
inflation-linked bonds, and the slightly higher credit 
risk in inflation-linked bonds due to the cash flow 
pattern that is further into the future.

10.	For a sample of developed and emerging markets 
	 inflation-linked bonds, Swinkels (2012) estimates 

returns on maturity matched nominal and 
government bonds to be virtually the same, 
indicating that the inflation risk premium in practice 
is small. This could be partially due to lower liquidity 
of inflation-linked bonds relative to nominal 
government bonds.
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high-yield bonds than to credits. Once again, we stress that this asset class is young and 

dynamic and so we feel less certain about this estimate than for asset classes that have a 

longer history and more data to back up our estimates.

As can be seen from Table 3.4, our expected returns generally differ 0-¼% from those 

of the VBA/AFM, with the exception of high yield, for which our estimate is ½% lower. 

Comparing our results to DNB is slightly more difficult, as they assume a maximum return 

of 4.5% on the entire fixed income portfolio instead of specifying expected returns on 

separate fixed income asset classes. Only when a fixed income portfolio is not too far tilted 

to assets with credit risk premiums do our expectations come close to those of DNB. Our 

volatility estimates are higher than VBA/AFM for the safer assets (e.g. 5% versus 3.5% for 

government bonds), and lower for high-yield bonds (12% versus 15%).

3.2  Equities
We again begin by using the data compiled by Dimson, Marsh and Staunton. For 21 

countries, over the period 1900 to 2014, the average and the median risk premiums of 

equities over cash were 4.7% and 4.2% respectively, while over bonds they were 3.6% and 

3.4% (see Table 3.5). Dimson, Marsh and Staunton (2013) calculated a global risk premium 

of equities over cash using a market capitalization world index instead of a GDP weighted 

Table 3.3: Return and risk for emerging debt and other fixed income asset classes (2003-2013; hedged USD unless noted otherwise)

Source: Barclays, Robeco

  Return Annualized st.dev.

Global government bonds 4.5% 3.0%

Investment grade credits 5.3% 4.1%

High yield 11.3% 10.3%

Emerging market debt (3/4 sovereign unhedged USD, 1/4 corporate) 11.2% 10.8%

Emerging market debt (3/4 sovereign hedged USD, 1/4 corporate) 7.0% 5.3%

   Sovereign local emerging debt 6.4% 4.4%

   Corporate debt emerging debt (USD issuance) 8.7% 10.2%

   Sovereign local emerging debt (unhedged USD) 12.0% 11.8%

Table 3.4: Long-term expected returns for fixed income asset classes

*	 Eurozone bond estimate. Source: Robeco

Long-term expected returns Robeco  DNB*  VBA / AFM**

 Return Volatility Max return Return Volatility

Inflation 3% - - - -

Cash or money markets 3.5% 3% - - 2.5%

High-quality government bonds 4.5% 5% 4.5% 4.50% 3.5%

Inflation-linked government bonds 4.25% 6% 4.5% - -

Investment grade credit bonds 5.25% 6% 4.5% 5.00% 5.0%

   Low-volatility credits 5.25% 4% - - -

Emerging government debt 6% 10% 4.5% 6.25% 10.0%

High-yield credit bonds 6.25% 12% 4.5% 6.75% 15.0%
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index and also take China and Russia into account. As a result, their calculation for the excess 

return of their global equities index over cash and bonds delivers 4.1% and 3.2% respectively. 

The historical risk premiums may have been affected by changes in valuation between the 

start dates and the end dates of the data. Dimson, Marsh and Staunton (2013) show how 

expansion in the price-to-dividend ratio has impacted the annual returns (see Table 11 column 

4 in their publication). Revaluation contributed at most 0.2% to the equity risk premium.

In Chapter 5 we derive the ex-ante real global equity return from a theoretical point of view, 

which we estimate to be around 5%. Adding 3% inflation results in an estimate for the 

nominal total return of around 8%. This implies a risk premium of 4½% versus cash. This is 

exactly in line with the 4.4% average and median valuation-adjusted return figures in Table 

3.5. However, this estimate is 0.2% above the figure for the world index. Relative to bonds 

the theoretical estimate for the equity risk premium would be 3½%, taking our bond risk 

premium over cash of 1% into account. This is a little above the historical valuation-adjusted 

average and median figures of 3.4% and 3.2% respectively. 

Table 3.5: Historical returns for several markets over the period 1900-2014

 Excess return equities over Valuation adjusted excess return equities over

  Inflation Cash Bonds  Inflation Cash Bonds

Australia 7.3% 6.6% 5.6% 7.0% 6.3% 5.2%

Austria 0.6% 9.4% 4.5% 0.3% 9.2% 4.3%

Belgium 2.7% 3.0% 2.3% 2.5% 2.8% 2.1%

Canada 5.7% 4.1% 3.4% 5.2% 3.6% 2.9%

Denmark 5.0% 2.8% 1.8% 3.8% 1.7% 0.6%

Finland 5.2% 5.8% 5.3% 5.4% 5.9% 5.5%

France 3.0% 5.9% 3.0% 2.9% 5.8% 2.9%

Germany 3.1% 5.6% 4.8% 2.7% 5.2% 4.4%

Ireland 3.8% 3.2% 2.6% 3.6% 3.0% 2.4%

Italy 1.8% 5.6% 3.4% 1.8% 5.7% 3.4%

Japan 3.8% 5.7% 4.8% 2.9% 4.8% 3.9%

Netherlands 4.9% 4.2% 3.3% 4.5% 3.8% 2.9%

New Zealand 5.9% 4.2% 3.7% 6.8% 5.0% 4.5%

Norway 4.1% 2.9% 2.2% 4.0% 2.8% 2.1%

South Africa 7.3% 6.3% 5.4% 7.1% 6.0% 5.1%

Spain 3.4% 3.1% 2.1% 3.9% 3.6% 2.5%

Sweden 5.6% 3.6% 2.9% 5.5% 3.5% 2.8%

Switzerland 4.2% 3.4% 2.0% 4.2% 3.3% 1.9%

United Kingdom 5.2% 4.3% 3.7% 5.2% 4.2% 3.6%

United States 6.3% 5.3% 4.2% 5.8% 4.8% 3.7%

World 5.0% 4.1% 3.2% 4.6% 3.7% 2.8%

Average 4.4% 4.7% 3.6% 4.2% 4.5% 3.4%

Median 4.5% 4.2% 3.4% 4.1% 4.5% 3.2%

Median incl. China and Russia 4.2% 4.2% 3.3% 3.9% 4.0% 2.9%

Source: Dimson-Marsh-Staunton database (2015), Robeco
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We would still like to stress that the real return on equities has been realized gradually in 

the past. Annual volatility for stocks is obviously higher than for bonds, but over a 115-year 

horizon there has been a consistently upward sloping real return, as illustrated in Figure 3.3.

We distinguish a separate equity risk premium for developed and emerging markets, mainly 

because most of the investment management industry is organized in this way. We have 

outlined the differences in economic growth between developed and emerging markets 

in Chapter 5. Several researchers have argued that equity risk premiums can be higher for 

countries that are less integrated into global financial markets; for examples, see Errunza 

and Losq (1985) and Bekaert and Harvey (1995). Also, developed markets tend to have 

better governance, which should result in a higher risk premium for emerging markets. 

Furthermore, Erb, Harvey, and Viskanta (1996) and Damodaran (2009) argue that country 

credit spreads are related to the magnitude of the equity risk premium in that country. 

Since most emerging markets have become more integrated into global financial markets 

and country credit spreads have decreased substantially, the estimated excess returns of 

emerging markets relative to developed markets have also decreased over the recent years.11  

Hence, we assume that developed equity markets return 8% and emerging equity markets 

return 8½% per annum. For long-term expected returns, we do not separately discuss 

regional equity premiums. Our approach focuses on well-documented return premiums 

within global equity markets on small, value, momentum and low-volatility stocks.

Table 3.6 contains the excess returns relative to the risk-free rate for the US stock market 

over the period 1963 to 2009. See Blitz (2012) for more details on how these portfolios 

are formed. The return premium on small capitalization stocks is partially reduced by the 

higher risk, measured by their Capital Asset Pricing Model (CAPM) beta and volatility. The 

1.8% higher return that small stocks have relative to the market capitalization weighted 

index is reduced to 1.1% when the higher beta is taken into account. The excess returns 

for value and momentum are substantially higher, leading to a CAPM alpha of 4.6% per 

annum. Note that these estimates do not yet include transactions costs. This might 

be a larger problem for the momentum strategy as this requires trading each stock 

approximately once a year (assuming one-year momentum) while the holding period for 

value strategies is typically three to five years. The excess return of 5.9% for low volatility 

Figure 3.3: Real return index for global bonds with different weighting methods
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Source: Dimson-Marsh-Staunton database (2015), Robeco

11.	See Salomons and Grootveld (2003) for a discussion
	 of the equity premium of emerging markets relative 

to developed markets.
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stocks, which corresponds with a 3.0% CAPM alpha, comes with a lower volatility than the 

market capitalization weighted index.

These strategies do not by definition earn excess returns each year, as they also have 

sustained periods of negative excess returns. For example, in the period leading to the 

internet bubble, valuation strategies severely underperformed the market capitalization-

weighted index. Moreover, executing these strategies is not as simple as following a market 

capitalization-weighted index – several types of choices have to be made on rebalancing 

frequency (see, e.g., Blitz, Van der Grient and Van Vliet 2010) and the exact definition of 

the strategy parameters (see, e.g., Blitz and Swinkels 2008). Hence, it is difficult to define a 

uniform value premium. Here, we take the academically most established definitions from 

Fama and French (1992) for value and size, from Carhart (1997) for momentum, and from 

Blitz and Van Vliet (2007) for low-volatility stocks.

The historical evidence on the US is overwhelming and many authors have empirically 

detected the same return factors in other countries; see, e.g., Rouwenhorst (1998, 1999) 

and Van der Hart, Slagter and Van Dijk (2003), Van der Hart, De Zwart and Van Dijk 

(2005), and De Groot, Pang and Swinkels (2012). For example, Chen, Petkova and Zhang 

(2008) estimate the value premium relative to the market of approximately 3% per 

annum for the US over the period 1945 to 2005. Kim (2012) shows that over the period 

1990 to 2010 the value effect is significantly present in the majority of the 36 countries they 

investigate, and stronger in the post-1995 period than in the pre-1995 period that Fama 

and French (1998) analyze. Nevertheless, we take a conservative approach for the excess 

returns on these return factors. This is motivated by trading costs that might reduce their 

real-life profitability. Moreover, more institutions have incorporated these return factors 

into their investment process, potentially leading to a decrease in their excess returns and 

increased volatility in the future. In Table 3.7 we estimate that value and momentum stocks 

will have an excess return of 1% per annum. We assume that both value and momentum 

have somewhat higher volatilities than developed equity markets. The empirical evidence 

for excess returns on small capitalization stocks is less convincing, leading us to estimate 

an excess return of ¼% and risk of 22% for this group of stocks. For low-volatility stocks, 

we assume that they have the same expected returns as the market average, but at a 

substantially reduced risk of 13% instead of 18%.

Table 3.6: Historical data on excess returns for the US equity markets 1963-2009

Source: Blitz (2012), Robeco

 Excess return CAPM alpha Volatility

    

Cap-weighted index 3.9% - 15.6%

Small stocks 5.7% 1.1% 20.0%

Value stocks 8.3% 4.6% 17.4%

Momentum stocks 8.8% 4.6% 18.5%

Low-volatility stocks 5.9% 3.0% 13.3%

LONG-TERM EXPECTED RETURNS
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Although we believe that the factor premiums are present in all markets, we do not 

separately include them for emerging and frontier equity markets in the table. There is 

some evidence that the factor premiums are somewhat higher in less developed markets, 

but trading frictions make it more expensive to exploit them. Hence, our estimation is that 

the relative factor returns for developed markets apply for emerging and frontier markets. 

For example, as value stocks have a 1%-point higher return than the market as a whole (9% 

versus 8%), the expected return for value stocks in emerging markets is 9½%. This is the 

same 1%-point higher than the 8½%.

Table 3.7 shows that our geometric returns are about 1%-point higher than those allowed 

by DNB. Our estimates are the same as those reported by VBA/AFM.

3.3  Alternatives
Here, we discuss the return perspectives for private equity, real estate, commodities 

and hedge funds. Since these asset classes are illiquid or by definition involve the use 

of derivatives, we classify these as alternatives. This implies that investors in these asset 

classes should usually have additional measures in place to manage the risks involved.

3.3.1  Private equity
A large number of studies have tried recently to compare the returns of private equity 

with those of listed equities. Kaplan and Schoar (2005) do not find an outperformance 

for private equity, with a public market equivalent (PME) of 0.96 for all funds. Phalippou 

and Gottschalg (2009) draw a comparable conclusion on a larger sample. However, 

Stucke (2011), using a different methodology, finds a net outperformance for the same 

data set as Phalippou and Gottschalg (2009). Harris, Jenkinson and Kaplan (2012) 

perform a meta-study using databases from Burgiss, Venture Economics (VE), Preqin and 

Cambridge Associates (CA). They show that for all datasets, except VE, the median buy-out 

fund has returned a PME of between 1.2 and 1.27. For venture capital their findings show 

outperformance for the 1990s and an underperformance in the 1980s and the 2000s. 

Robinson and Sensoy (2011) findings also demonstrate outperformance over the S&P 500 

for buy-out funds over the period 1984-2010. For venture capital they document a similar 

performance to the S&P 500 using data from one large limited partner. These recent 

studies suggest that private equity may well perform better than listed equities. This 

would be in line with the overview of different PE studies that Diller and Wulff (2011) have 

provided.

In a comment on Stucke (2011), Robinson and Sensoy (2011) and Harris, Jenkinson and 

Kaplan (2012), Phalippou (2012) indicates that the results from their studies largely derive 

from the outperformance of small and midcap stocks relative to large caps. Moreover, most 

Table 3.7: Long-term expected returns for equity asset classes

Long-term expected returns Robeco  DNB  VBA / AFM

Asset class Return Volatility Max return Return Volatility

Developed markets 8% 18% 7% 8.00% 17.5%

   Value stocks 9% 20% 7% - -

   Small stocks 8¼% 22% 7% - -

   Momentum stocks 9% 22% 7% - -

   Low volatility stocks 8% 13% 7% - -

Emerging markets 8½% 25% 7% 8.50% 22.5%

Source: Robeco
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PME calculations do not take leverage, which is common in private equity, into account. 

Driessen, Lin and Phalippou (2012) estimate the beta of buy-outs at 1.5. Kaplan and 

Schoar (2005), Higson and Stucke (2012) and Sensoy, Wang and Weisbach (2013) also 

note a heterogeneous pattern in the performance of private equity funds. This implies that 

results are strongly dependent on manager selection. Finally, Robinson and Sensoy (2011) 

show more capital calls than distributions during crises. Higson and Stucke (2012) also find 

this cyclical pattern. Diller and Kaserer (2009) find private equity returns to be positively 

correlated to economic growth, so negative returns come in a period when it is least desired.

Although Table 3.8 shows an outperformance for private equity over stocks in the period 

1998-2013, we do not have enough evidence from existing literature that private equity 

returns (net of fees) exceed public equity returns. There is no consensus in the academic 

literature. Most studies point to private equity outperformance, but the issue of what is left 

after proper risk adjustment remains a question. Also, all the studies mentioned above are 

subject to selection and reporting biases. Hence, we assume the risk premium of private 

equity as a group to match that of listed equities. 

3.3.2  Real estate
In principle, we view direct and indirect real estate as one particular source of risk and return. 

This corresponds to Idzorek, Barad and Meier (2006), who state: “Although all investors 

may not yet agree that direct commercial real estate investments and indirect commercial 

real estate investments (REITs) provide the same risk-reward exposure to commercial real 

estate, a growing body of research indicates that investment returns from the two markets 

are either the same or nearly so.” Of all alternative asset classes, real estate is the one that 

has probably received most attention from academics in the past. A literature review by 

Norman, Sirmans and Benjamin (1995) tries to summarize all the findings. Overall, they 

find no consensus for risk and return characteristics for real estate. However, more than half 

of the consulted literature in their paper reported a lower return for real estate compared 

to equities. Fugazza, Guidolin and Nicodano (2006) also show lower excess returns for real 

estate than for stocks. Their estimate of -1.0% per year can be seen in Table 3.8.

Table 3.8: Estimated excess returns for private equity, real estate and hedge funds

Source: Robeco

 Excess returns   

 over cash over equities Volatility Period

Private equity     

Robeco (LPX America) 4.7% 2.1% 29.8% 1998-2013

Driessen, Lin, Phalippou (2012)  -4.9%  1980-2003

Higson and Stucke (2012)   4.5%  1980-2000

Wilshire (2013)  3.0%  prospective

Real estate     

Robeco (NAREIT US) 4.2% 0.0% 17.9% 1972-2013

Fugazza, Guidolin and Nicodano (2006) 4.7% -1.0%  1986-2005

Wilshire (2013) 0.0% -2.5%  prospective

Hedge funds     

Robeco (HFRI FOF Composite) 3.9% -1.6%  1990-2013

Robeco (HFRI FOF Composite) 5.7% -1.9%   1990-2001

Robeco (HFRI FOF Composite) 1.8% -1.2%  2002-2013
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As Figure 3.4 illustrates, the relative performance of real estate versus equities differs 

according to the data source and region. There is a lack of long-term data with the same 

country allocation for real estate and equities. Even with the same country weightings, 

results can differ substantially. US data from the Fama and French data library paint a 

different picture than the NAREIT data relative to the MSCI US equity market.

We proceed with an estimated excess return for indirect real estate that is 1% lower than 

our estimate for stocks. Due to the lower leverage in direct real estate compared to indirect 

real estate, we estimate expected returns to be another 1% lower for that asset class.

3.3.3 Commodities
An unleveraged investment in commodities is a fully collateralized position which has 

three drivers of returns: the risk-free rate, the spot return and the roll return. Erb and 

Harvey (2006) point out that the roll return has been a very important driver of commodity 

returns, but it is unclear what the size of roll returns will be in the future.12 In their extensive 

study they find that the average individual compound excess return of commodity futures 

was zero. They argue that individual commodities are not homogeneous and that their 

high volatility and low mutual correlations result in high diversification benefits. The 

diversification benefit comes from periodically rebalancing the portfolio and is reflected in 

the high historical performance of the GSCI index compared to the return from individual 

commodities.

Gorton and Rouwenhorst (2006) create an equally weighted monthly rebalanced portfolio 

of commodity futures that had returns like stocks over the period 1959-2004. Erb and 

Harvey (2006) raise questions over the representativeness of both the equally weighted 

portfolio and the GSCI index. On the one hand, they show that an equally weighted stock 

index would by far outperform a market cap-weighted index. On the other hand, the GSCI 

index composition has changed dramatically over time and allocates heavy weights to 

energy commodities. They suggest that a simple extrapolation of historical commodity 

index returns might not be a good estimate for future returns.

Figure 3.4: Relative performance of real estate/REITs versus equities

  26  36  46  56  66  76  86  96  06

 F&F small sample US              NAREIT vs MSCI US              F&F small sample US              GPR vs MSCI (Europe)

 MSCI World RE vs MSCI World EQ
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Source: Fama and French, Thomson Financial Datastream, Robeco

12.	The upward (contango) or downward
	 (backwardation) sloping term structure of futures 

prices creates a negative or positive roll return. It 
arises when an almost expiring future is rolled over 
to a future with a longer maturity.
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We observe that the return from systematically rolling over energy-related futures has 

historically added substantially to the total return of commodity investing in energy and 

livestock until the early 1990s (see Figure 3.5). However, over roughly the past ten years, 

roll returns on all commodity categories have tended to be negative. Due to the increased 

interest of institutions in commodity investors, the future roll return is unlikely to again 

become positive. Lummer and Siegel (1993) and Kaplan and Lummer (1998) argue that 

the long-term expected return of commodities equals the return on Treasury bills. Many 

theories for commodity risk premiums exist, but most of those are not easily measurable.13 

Since we have not found enough evidence for a large risk premium on commodities, we use

a commodity risk premium that lies between those of cash and government bonds, i.e. a risk 

premium of ½% relative to cash.

Recent research suggests there are factor premiums in commodity markets similar to those 

that exist in credit and equity markets. We focus on well-documented return premiums 

within the commodity market. The momentum and carry factor have been documented by 

Erb and Harvey (2006), Gorton and Rouwenhorst (2006), Miffre and Rallis (2007) and Shen, 

Szakmary and Sharma (2007). The low-volatility factor is in the spirit of findings by Miffre, 

Fuertes and Pérez (2012) and Frazzini and Pedersen (2010). Blitz and De Groot (2013) also 

find that the case for factor premium investing carries over to the commodity market. More 

specifically, they find that a commodity portfolio which simply invests equal amounts in the 

various factor premiums achieves a significantly higher risk-adjusted performance than a 

traditional commodity market portfolio, with much smaller drawdowns. 

Table 3.9 shows the excess returns relative to the risk-free rate for the S&P GSCI commodity 

market index and the long-only momentum, carry and low-risk commodity factor portfolios 

over the period January 1979 to June 2012 and over the most recent ten years of this 

sample. See Blitz and De Groot (2013) for more information on the construction of these 

portfolios. Over this time period, but also over the past ten years, commodity investments 

were considerably more volatile than equities and earned lower returns than bonds, 

resulting in a relatively low risk-return ratio. However, the risk-adjusted performance of the 

commodity factor premiums is more attractive. The excess returns of the momentum and 

carry factors are substantially higher, providing up to almost 8% additional return relative 

Figure 3.5: Roll returns for commodities (EUR, 1983=100)
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Source: Thomson Financial Datastream, Robeco

13.	See Erb and Harvey (2006) for a literature overview 
of commodity market theories.
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to the market over the whole sample period and up to more than 13% higher returns over 

the past ten years of the sample. The volatilities of the momentum and carry premiums 

have been in line with the market. The return of the low-risk factor is only somewhat higher 

than the commodity market premium; however, the volatility is significantly lower than the 

market volatility. All returns are in US dollars and do not include the impact of transaction 

costs, although these are relatively low for commodity futures (see e.g. Locke and Venkatesh 

(1997)). 

Although the historical risk-adjusted returns have been significant, we use conservative 

estimates of the excess returns of these commodity factor premiums, as each of the 

strategies can also experience periods of negative excess returns. Further, we took the 

premiums of similar factors for equities into account, as these have a longer existence than 

the ‘freshly’ reported factor premiums for commodities. We focus on generic factors in this 

study, while in practice less naïve approaches can be used to construct the factors, such as by 

using more advanced portfolio construction techniques and aiming for optimal roll returns 

by investing further down the curve. Table 3.10 illustrates the estimated excess returns and 

volatilities. We assume that returns of the momentum and carry premium are 1½% higher 

than the commodity market premium, with similar volatilities as the commodity market 

factor. As the reported factor premiums for commodities are larger than those for equities, 

we have put excess returns for these commodity factor premiums relative to the commodity 

market ½% higher (at 1½%) than the equity factor premiums relative to the equity market 

(1%). For low-volatility commodities, we assume similar expected return as the market, but 

with a substantially reduced risk of 15% instead of 25% for the commodity market. Table 3.10 

summarizes our estimates for the commodity market and the commodity factor premiums.

Table 3.9: Historical data on excess returns for the long-only commodity  
factor premiums 1979-2012

Source: Blitz and De Groot (2013)

 1979-2012 2002-2012

Asset class Excess  

return

 

Volatility

Excess  

return

 

Volatility

Commodity market 1.16% 19.50% 1.61% 25.13%

Momentum 8.90% 23.17% 13.56% 23.91%

Carry 7.89% 19.80% 15.09% 21.12%

Low Risk 3.75% 12.38% 6.67% 12.23%

Table 3.10: Long-term expected returns for long-only commodity factor premiums

Source: Robeco

Asset class Return Volatility

Commodity market 4.0% 25%

Momentum 5. 5% 25%

Carry 5.5% 25%

Low Risk 4.0% 15%
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3.3.4  Hedge funds
Table 3.8 shows historical excess returns for hedge funds of funds. We use the HFRI Fund 

of Funds Composite Index which is net of all fees, equally weighted and includes over 600 

funds. Furthermore, it is broadly diversified across different hedge fund styles. At first sight, 

hedge funds might show a reasonable performance with a net of fees excess return over 

cash of 3.9%. Since 2002, this has dropped to below 2%, though biases and the favorable 

equal weighting affect this figure.

The academic literature contains extensive information on biases in hedge fund indices, as 

shown in Table 3.11. However, estimates for the market portfolio of hedge funds are scarce. 

Funds of hedge funds are often considered to be a good proxy for the market portfolio, 

since they have fewer biases than typical hedge funds. However, their returns are affected 

by the double counting of management fees. Fung and Hsieh (2000) estimate the 

portfolio management costs for a typical hedge fund of fund portfolio to be between 1.3% 

and 2.9%. There is no cheaper way to obtain exposure to this asset class.14

Taking this all together, we believe the estimate of Bekkers, Doeswijk and Lam (2009) to 

be reasonable with an excess return over cash of 1¼%. Note that this is a combination of 

possible manager skill, but also systematic exposures that hedge funds seem to have.

When we compare our expected returns in Table 3.12 to those by DNB and VBA/AFM, we see 

that the differences are relatively small. We tend to be more conservative when volatility 

is concerned. For example, for private equity we estimate 25% volatility, whereas VBA/

AFM estimates 17.5%. The exception is hedge funds, for which we assume a slightly lower 

volatility with 10% compared to 12.5% by VBA/AFM.

Table 3.11: Biases in hedge fund databases

Source: Robeco

 Robeco Magnitude Period

Fung and Hsieh (2000) Backfill 0.7% 1994-1998

Fung and Hsieh (2000) Survivorship 1.4% 1994-1998

Posthuma and Van der Sluis (2003) Backfill 2.3% 1996-2002

Amin and Kat (2005) Survivorship 0.6% 1994-2001

Table 3.12: Long-term expected returns on alternative asset classes and changes relative to previous edition (arrows)

Long-term expected returns Robeco  DNB  VBA / AFM

 Return Volatility Max return Return Volatility

Private equity 8% 25% 7.5% 8.75% 17.5%

Commodities ↓     4% 25% 6% 6.50% 22.5%

Indirect real estate 7% 20% 7%

Direct real estate 6% 10% 6% 6.50% 8.0%

Hedge funds 4¾% 10% 7.5% 7.00% 12.5%

Source: Robeco

14.	There are cheaper and more liquid so-called hedge 
	 fund replication strategies available for investors. 

We do not include these in our analysis, as they 
are usually dynamic strategies using derivatives on 
traditional asset classes.
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Long-term economic growth derives from increasing 

labor productivity and changes in the potential 

labor force, emanating from cyclical swings in the 

unemployment rate. Labor productivity and labor force 

growth also play an important role in the earnings 

growth rate and financial returns for investors. Hence, 

we firstly discuss labor productivity and labor force 

growth rates. We then turn to economic growth 

and earnings growth. We finish with the theoretical 

implications this has for equity and bond returns in the 

long-run steady state.
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growth and 

financial 
markets 

in a steady 
state
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4.1  Labor productivity
Labor productivity in a mature economy grows roughly 1.5% to 2% per year. To determine 

productivity gains, one can look at the real growth in gross domestic product (GDP) per capita. 

In the long run, this matches the increase of labor productivity, when we assume that hours 

worked per capita remain constant. As illustrated in Figure 4.1, per capita real GDP growth 

is surprisingly stable in the long term for the US and the UK.1 Apart from catastrophes, 

the speed of technological innovation has been rather gradual. According to data from 

Magnus Maddison for a wider set of 20 Western countries, growth in GDP per capita has 

averaged 1.9% over the period 1870 to 2008. Before 1870, there are no annual data. With 

decennial data, this figure becomes 1.7% for the period 1820-2008. Developing economies 

temporarily can show higher growth rates of labor productivity. For example, Japan has 

experienced a 3.6% increase since 1952. However, as the economy matures, productivity 

gains are harder to realize. For the period 1980 to 2009, Japan showed an increase in labor 

productivity of 1.7%, exactly between the 1.6% for the US and the 1.8% for the UK. Finally, as 

an example of high productivity gains in emerging markets, China currently enjoys annual 

productivity gains of an average 8.6%. Barro and Ursúa (2008) estimate an average 

historical growth rate for developing economies of 2.8% over the period 1960-2006, 0.4% 

above the growth rate for mature economies over that period. Note that these numbers 

are average real GDP per capita growth rates, and that there can be significant differences 

between countries. For example, growth lies in the low range of 0.5% to 1.4% in Venezuela, 

Peru, Argentina and New Zealand, while impressive real per capita growth of around 6% is 

seen in countries like Singapore, South Korea and Taiwan.

In summary, as labor productivity of a mature economy grows roughly by 1.5% to 2% per 

year, we estimate labor productivity in developed markets to grow at an average rate of 

1.75% in the long run. We do not share the view of commentators such as Robert Gordon 

that the past two centuries of economic growth might actually amount to just ‘one big 

wave’ of dramatic change rather than a new era of uninterrupted progress, and that the 

world is returning to a regime in which growth is mostly of the extensive sort. The idea 

that technology-led growth must either continue unabated or steadily decline, rather 

than ebbing and flowing, is at odds with history. Temporarily, in less mature markets, 

productivity growth can be higher. On a 10-year horizon, we can very well imagine global 

labor productivity growth to be 2½%, but in the (very) long run, close to 2% seems us to be 

a better estimate.

4.2  Size of the labor force
The labor force usually is defined as the population aged between 15 and 65. In the future, 

the age cohort from 65 to 70 years probably will also have to be taken into account. The only 

way to fund aging in a meaningful way is to shorten the time living in retirement. Here, we 

make use of United Nations statistics and use the usual definition of the age cohort between 

15 and 64 as the potential labor force. Not taking into account rising retirement ages might 

imply that we slightly underestimate the future labor force. Over the last two decades, the 

growth of the age cohort 0-14 has been decelerating in all regions throughout the world 

with the exception of North America, where it remained at an annual 0.7%. Projections 

show a deceleration in all regions, with no exceptions. Given these developments it is no 

surprise that the rate of growth in the global population is flattening. The potential labor 

force is still on the rise. But, like global population growth, it is flattening. We illustrate 

declining birth rates and the decelerating growth of the potential labor force in Figure 4.2. 

Recent working-age population growth projections show a significant decline is expected in 

advanced countries, particularly Germany and Japan, where it will reach about -0.2% a year 

in 20202. Even correcting the working population growth for possible future net immigration 

flows in Germany, we estimate Eurozone labor force growth will remain flat (0%) per year 

1.	 There is no such thing as “true” economic growth 
(and consequently the same applies to labor 
productivity). One should bear in mind that 
measuring GDP is surrounded by statistical choices 
which influence the outcome. For example, since 
1996 the United States uses a chain-weighted 
method in calculating GDP. Before the switch, 
Young (1993) presented three alternative weighting 
systems to determine GDP. Here, GDP growth rates 
vary between 2.88% and 3.16% over the period 1959-
1992. The differences are not that large. However, 
Maddison (2003) notes that the difference between 
the new chain-weighted method and the traditional 
method over the period 1929-1950 amounts to 0.9% 
per year, i.e. 3.5% versus 2.6%. This difference is 
strikingly large! As he justifiably states: “Acceptance 
of the new measure for this period would involve 
a major reinterpretation of American history.” So, 
using historical data always brings a margin of error, 
or as Dimson, Marsh and Staunton (2002, p. 156) 
state: “GDP estimation today is far from the precise 
science many imagine, but back in 1900 it was 
excessively crude.”

2.	 For more details, see our special about 
	 demographics and inflation 
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in the long run. For the global estimate, we stick to an estimate of 0.25% per annum for 

global labor force growth. We assume, in accordance with Cornell (2012), that changing 

demographics are taken into account by market participants for the current valuation 

of markets. However, we do not expect that the equity risk premium going forward 

is materially affected. This means that we do not incorporate the insights by Arnott and 

Chaves (2012), as in our opinion the empirical evidence for a material impact on the level 

of the equity risk premium is weak. For example, in Chapter 5 of our 2011 Expected Returns 

2012-2016, we show that demographics did not help in selecting the right countries to 

invest in.

4.3  Economic growth, earnings growth and dividend growth
So, given that we have made our global economic growth projections in the previous 

section, we have to make the connection to corporate earnings. In the very long term, 

earnings growth for the total economy should equal economic growth, otherwise the share 

of corporate earnings approaches zero when they grow slower than the economy as a 

whole, or the share of earnings approaches one if they grow faster than the economy as a 

whole. Both extremes are unlikely outcomes; see also Cornell (2010).

The more interesting question is: how much do earnings per share grow? Imagine a 

closed economy which grows 2% a year in real terms. Total earnings also grow 2% a 

year. Earnings-per-share growth is less than 2% per year, as part of the economic growth 

comes from new activities. These new activities can come from new or existing companies. 

Existing listed companies are not entitled to all of these earnings, and for the part they 

actually are entitled to, they might have issued new shares to fund their new activities. In 

other words, economic growth is being diluted from existing shareholders and the question 

is how large this dilution is.

We have made an equity dilution analysis from 1871 to 2010 with earnings and dividend 

data from Robert Shiller’s website and economic growth data from MeasuringWorth.3 Table 

4.1 shows the compounded growth rates.

Table 4.1 also contains a comparison with the US data from the Bernstein and Arnott 

(2003) study over the period 1900 to 2000. Bernstein and Arnott (2003) estimate the 

dilution to be a stunning 70% for their sample of 16 countries over the period 1900 to 

2000! Average real GDP growth for non-war countries is 3.0% while real dividend growth 

equals only 0.6%. This produces a 2.3% dilution, which is 70% of total dividend growth.4 

Our analysis for the period 1871-2010 suggests an 11% dilution for earnings per share. We 

believe that earnings per share is a better measure with which to calculate dilution than 

dividends per share, as share buy-backs are not accounted for properly when measuring 

dividend per share, and dividend policy has been changed considerably by tax regulations. 

Our analysis for the period 1900-2000 suggests a 37% dilution for dividends and 22% 

dilution for earnings, as shown in Table 4.1. We cannot explain why the data from Bernstein 

4.	 We believe that a more relevant measure is to 
	 measure dilution to real per capita GDP growth 

instead of GDP growth itself. In that case the dilution 
falls from 70% to 60%. Although lower, this number 
is still large. This implies that 40% of per capita 
growth is for existing shareholders and 60% of 
earnings growth is diluted. The reason we believe 
per capita GDP growth is more relevant than GDP 
is the idea that rewards for the production factors 
labor and capital are connected to each other in the 
long run. Then, it makes sense to use per capita GDP 
instead of GDP in the dilution analysis.

3.	 http://aida.econ.yale.edu/~shiller/data.htm and 
	 http://www.measuringworth.com.

Table 4.1: Dilution of earnings per share and dividends per share in the United States

  Real Dilution

 Period Source GDP-per-Capita Earn-per-Share Div-per-Share Earn-per-Share Div-per-Share

1900-2000 Robeco 2.0% 1.6% 1.3% -22% -37%

1871-2010 Robeco 2.0% 1.7% 1.2% -11% -40%

1900-2000 Bernstein and Arnott (2003) 2.0% - 0.6% - -70%

Source: Robeco
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and Arnott (2003) for the US is different from ours. Unfortunately, we are not able to take 

a look at other countries with another dataset from a different source to compare the 

outcome with the result from Bernstein and Arnott (2003).

Based on these empirical results, we assume that the estimated 2¼% economic growth 

is diluted for ¾%-points (or 33%) to an earnings-per-share growth rate of 1.5%. This 33% 

lies between the historical dilution of 11% that we find for earnings per share and the 

40% dilution for dividend per share. Our assumption leaves 1½% dividend growth for 

shareholders based on the estimated earnings growth.
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Figure 4.1: Real gross domestic product per capita (index)          

Source: Measuringworth, Robeco
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Figure 4.2: Global population by age cohort (in millions)

Source: UN, Robeco
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As another check on the dilution factor, we examine sector weightings over time. This 

indicates how fast new sectors get their piece of the economy and how fast existing 

sectors lose their dominance. Clearly, this is no direct measure for dilution. For example, 

innovation by start-ups could also take place in existing sectors, while existing companies 

might turn their activities towards the direction of new sectors without a dilution. 

Nevertheless, this analysis might help to get an understanding of what a reasonable 

dilution level could be. As a start, we keep it simple and we suppose that existing sectors 

represent the ‘old economy’ without further dilution, and that new sectors are the ‘new 

economy’ that results in total dilution for shareholders in the ‘old economy’.

The table below shows three scenarios for three different rates of dilution, i.e. 75%, 50% 

and 25% earnings-per-share dilution from real per capita GDP growth. Here, we assume 

an economy that grows 3% a year. The economic growth comes from annual productivity 

gains of 2% and growth of 1% of the labor force. Such an economy corresponds well with 

historic full sample data from Bernstein and Arnott (2003).

The outcome of the first scenario comes close to the result of the Bernstein and Arnott 

(2003) earnings dilution analysis for the US. In this scenario, existing sectors have a weight 

in the total economy of 29% after 50 years and 9% after 100 years. The third scenario 

comes close to the level of EPS dilution seen in our analysis. Here, existing sectors have a 

weight in the total economy of 48% after 50 years and 23% after 100 years.

Dimson, Marsh and Staunton (2002) report a table, reprinted below, that shows sector 

weightings for the US and the UK over a 101-year period. In the US, small or previously non-

existing sectors have seen their weights increase from 4.8% to 52.6% in 51 years and 62.4% 

in 101 years. For the UK, these numbers are 3.4%, 22.8% and 46.9% respectively. Averaging 

these numbers produces figures of 4.1%, 37.7% and 54.7% for new sector weightings at 

the start, after 50, and after 100 years respectively. However, these data are not suitable 

for direct conclusions, as one has to make assumptions about the part in sector weight 

changes that comes from ‘the undiluted old economy’. Under the assumption that all 

of the new sector weights goes to ‘new shareholders’ and that all of the existing sectors 

remains for ‘old shareholders’, these data do not even come close to the 25% dilution 

scenario seen in Table 4.2, in which existing sectors only have a 23% weight after 100 years. 

Apparently, even if one supposes complete dilution from new sectors (which, on its own, is 

a rather bold assumption), one still has to add dilution from existing sectors (which, on its 

own, is logical as new market entrants also can enter existing sectors).

Table 4.2: Scenarios of dilution from economic growth for earnings

 

  

Scenario 1

75% dilution

Scenario 2

50% dilution

Scenario 3

25% dilution

 Start +50 years +100 years +50 years +100 years +50 years +100 years

Existing sectors 100% 29% 9% 38% 14% 48% 23%

New sectors 0% 71% 91% 62% 86% 52% 77%

Source: Robeco
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Table 4.3: Equity market sector weightings using end-1899 classification

 United Kingdom United States

Industry classification 1899 1950 2000 1899 1950 2000

Railroads 49.2 0.0 0.3 62.8 4.2 0.2

Banks and finance 15.4 9.7 16.8 6.7 0.7 12.9

Mining 6.7 5.3 2.0 0.0 1.1 0.0

Textiles 5.0 3.3 0.0 0.7 1.3 0.2

Iron, coal and steel 4.5 5.4 0.1 5.2 0.3 0.3

Breweries and distillers 3.9 8.8 2.1 0.3 0.7 0.4

Utilities 3.1 0.2 3.6 4.8 8.3 3.8

Telegraph and telephone 2.5 0.0 14.0 3.9 6.0 5.6

Insurance 1.9 11.5 4.4 0.0 0.4 4.9

Other transport 1.4 1.7 1.5 3.7 0.3 0.5

Chemicals 1.3 6.3 0.9 0.5 13.9 1.2

Food manufacturing 1.0 4.6 2.0 2.5 2.0 1.2

Retailers 0.7 7.3 4.4 0.1 6.7 5.6

Tobacco 0.0 13.1 1.0 4.0 1.5 0.8

Small sectors in 1900 3.4 22.8 46.9 4.8 52.6 62.4

Total 100 100 100 100 100 100

It is impossible to draw firm conclusions from the Dimson, Marsh and Staunton (2002) sector 

table, but at least it shows that new sectors do not easily gain importance relative to the total 

economy. From this point of view, 70% dilution from Bernstein and Arnott (2003) seems (too) 

high. Therefore, we maintain our assumption that there is 1½% dividend growth.

4.4  Equity returns in a macroeconomic context
In the steady state, the real return on stocks equals the dividend yield plus the dividend 

growth rate. We suppose the dividend payout ratio to be roughly 50-60%. For the US, the 

Shiller database suggests that the average payout ratio has been 62% and the median 58% 

over the period 1871-2013. For the MSCI World index, the average and median dividend 

payout ratios are 47% since 1970. The average earnings yield for the US since 1871 has been 

7.5%; the median comes in at 6.9%. For the world since 1970 these figures have been 6.5% 

and 5.9% respectively. Using these data, a typical dividend yield for the US is around 4% 

while it is around 3% for the world. Taking both samples into account, we estimate a long-

run dividend (or stocks buy-back) income of 3.5% for stocks.

It is easy now to derive the real return on equities. We add the dividend yield of 3.5% and 

the dividend growth rate of 1.5% to arrive at a real return of 5% for global equities.

ECONOMIC GROWTH AND FINANCIAL MARKETS IN A STEADY STATE

Source: Dimson-Marsh-Staunton (2002), Robeco
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Figure 4.3 presents a schematic overview of the theoretical building blocks for global equity 

returns. In this overview we use our mostly empirically based estimate of long-run inflation. 

The components are derived from the growth model developed by Gordon (1959), in which 

the expected equity returns are split between dividend income and capital appreciation. 

The latter can be divided in long-term inflation rate and the real growth rate of dividends. 

The theoretical return on equities that we derive for the steady state is 8% per year. This 

expected return in nominal terms is the sum of company earnings that we split between 

dividend income of 3½%, real dividend growth of 1½% and a long-term inflation rate of 3%. 

The dividend income is motivated by a typical 6-7% long-term earnings yield with a payout 

ratio of roughly 50-60%. The dividend growth is derived from long-term economic growth 

of 2%-2¼%, of which 1½% is earned by equity holders. In turn, global economic growth is 

achieved by 2% growth in labor productivity and a ¼% growth of the labor force.

4.5  Economic growth and interest rates
The relationship between economic growth and interest rates is far from clear in the 

academic literature. Most studies focus on the steepness of the yield curve and its 

predictive power for (the lack of) economic growth. For example, Ilmanen (2011, Section 

16.4.1) indicates that in many instances an inverse term structure of interest rates is a good 

predictor of economic recession. The overview book on expected returns by Ilmanen (2011) 

does not specify anything about equilibrium interest rates. The concept of a natural rate 

of interest is discussed by Williams (2003) of the Federal Reserve Bank of San Francisco 

and Andersen (2005) of the Federal Reserve Bank of St Louis. The basis of this theory is 

unpublished work by Wicksell in 1898, where he states that:

“There is a certain rate of interest on loans which is neutral in respect to commodity prices, 

and tends neither to raise nor to lower them.”

Cornell (2012) describes a model that states the expected risk-free interest rate to be a function 

of time preference, per capita consumption growth, aggregate risk aversion, and the volatility 

Figure 4.3: Schematic overview of the theoretical building blocks for global equity returns

Global economic growth = potential dividend growth = 2.25% 
-/- dividend dilution through new economic activity = 0.75%

Dividend growth = 1.50%

Dividend income = 3.50%

Long-term inflation = 3.00%

Expected global equity return = 8.00%

Global long-term growth 
of labor productivity = 2.00%

Global growth 
of labor force = 0.25%

Earnings yield = 6-7% 
Part of earnings paid as dividends = 50-60%

Source: Robeco
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of per capita consumption growth. When in addition it is assumed that real economic growth 

translates into real consumption growth, it follows from this model that interest rates should 

be lower in aging societies which have lower economic growth per capita.

Several other methods have also been developed to estimate the (constant or time-

varying) natural interest rate, without much empirical success. The lack of theory makes 

it difficult for us to estimate such rate for the purpose of our study. Nevertheless, based 

mostly on empirical findings from our long-term expected returns section, we set the 

natural real interest rate at ¼% below potential GDP growth. This implies that the expected 

real growth of 1¾% leads to a real interest rate of 1½%. We motivate this choice by the 

relative low risk involved with investing in government bonds, as opposed to the growth 

of the real economy. Hence, there is a safety discount for investing in government bonds, 

with less risk than investing in economic growth. Figure 4.4 presents a schematic overview 

of the theoretical building blocks for euro zone government bond returns. In this overview 

we use our mostly empirically based estimate of long-run inflation. For global bond returns, 

our estimate of the expected steady state bond return is 4.75% as our estimation for global 

labor force growth is 0.25% higher compared to our European labor force projections.   

4.6  Inflation
Most economic theories take a real (i.e. inflation-adjusted) perspective on economic 

growth. Money is often seen as a unit in which prices of goods are displayed, but carries 

no information by itself. This is known as ‘money illusion’, which refers to the tendency of 

people to think of money in nominal, rather than real, terms. Since fiat currencies have 

no intrinsic value, people suffering from money illusion would mistakenly take the nominal 

value as its real value or purchasing power. As there is empirical evidence by behavioral 

economists that people suffer from money illusion in certain circumstances, most inflation 

theories have been written recognizing this phenomenon (e.g. sticky prices). Unfortunately, 

as far as we know there is no research claiming that a theoretically optimal level of 

inflation exists. Hence, our estimate of long-run inflation is primarily based on empirical 

observations. This empirical analysis is described further in Chapter 2.1.

Growth of Eurozone labor productivity = 1.75% Growth of European labor force = 0%

Figure 4.4: Schematic overview of the theoretical building blocks for euro zone government 
bond returns

Source: Robeco

ECONOMIC GROWTH AND FINANCIAL MARKETS IN A STEADY STATE

Eurozone economic growth = 1.75%

Long-term inflation = 3.00%

Safety discount = 0.25%

Expected Eurozone bond return = 4.50%



Expected Returns 2016-2020  |  111

References
Note that many of the papers listed below are available at scholar.google.com of www.ssrn.com 

Literature Special topic: Aging and its surprising effect on inflation (p. 20-31)

Anderson, Derek, Dennis Botman and Ben Hunt, “Is Japan’s population aging deflationary?”, 

IMF Working Paper WP/14/139 (2014).

Bullard, James, Carlos Garriga and Christopher Waller, “Demographics, redistribution, and 

optimal inflation”, Federal Reserve Bank of St. Louis Review (2012).

Economist Intelligence Unit, Long-term macroeconomic forecasts, key trends to 2050 (2015).

Easterly, William and Ross Levine, “It’s not factor accumulation: stylized facts and growth 

models”, The World Bank Economic Review, vol. 15, no. 2, 177-219 (2001).

Grigoli, Francesco, Alexander Herman and Klaus Schmidt-Hebbel, “World Saving”, IMF Working 

Paper WP/14/204 (2014).

IMF, World Economic Outlook, “Uneven growth: short- and long-term factors” (2015).

Juselius, Mikael and Elöd Takáts, “Can demography affect inflation and monetary policy?”, 

BIS Working Papers No. 485 (2015).

Katagiri, Mitsuru, Hideki Konishi, Kozo Ueda, “Aging and deflation from a fiscal perspective” (2014).

Nerbrand, Fredrik, Daniel Fenn and James Pomeroy, “Baby boom to ageing gloom”, HSBC Global 

Multi Asset (2013).

OECD, “The future of productivity”, preliminary version (2015).

Yoon, Jong-Won, Jinill Kim and Jungjin Lee, “Impact of demographic changes on inflation and 

the macroeconomy”, IMF Working Paper WP/14/210 (2014).

Literature 2. Expected returns 2016-2020 & 3. Long-term expected returns (p. 32-102)

AFM, 2011, Leidraad informatie over risicoprofielen: Aanbevelingen voor een betere aansluiting 

tussen beleggingen en risicoprofielen, available at www.afm.nl 

Altman, E., 1998, “The Anatomy of the High Yield Bond Market: After Two Decades of Activity-

Implications For Europe,” available at www.ssrn.com.

Amin, G. and Kat, H., 2003, “Hedge Fund Performance 1990-2000: Do the Money Machines 

Really Add Value?”, Journal of Financial and Quantitative Analysis 38, pp. 1-24.

Amin, G., and Kat, H., 2005, “Welcome to the Dark Side: Hedge Fund Attrition and Survivorship 

Bias 1994-2001”, Journal of Alternative Investments 6(2), pp. 57-73.

Arnott, R.D., and D.B. Chaves, 2012,”Demographic Changes, Financial Markets, and the Economy”, 

Financial Analysts Journal 68, pp. 23-46.

Barro, R.J. and J.F. Ursúa, 2008, “Macroeconomic crisis since 1870”, Brookings Papers on 

Economic Activity (Spring), pp 255-350.



112  | Expected Returns 2016-2020

Barth, M., and McNichols, M., 1994, “Estimation and market valuation of environmental 

liabilities relating to superfund sites”, Journal of Accounting Research 32, pp. 177-209.

Bauer, R., and Hann, D., 2010, “Corporate environmental management and credit risk”, 

European Center for Corporate Engagement, available at www.ssrn.com.

Bauer, R., Koedijk, K., and Otten, R., 2005, “International evidence on ethical mutual fund 

performance and investment style”, Journal of Banking and Finance 29, pp. 1751-1767.

Bekaert, G., and Harvey, C.R., 1995. “Time-varying world market integration”, Journal of Finance 

50(2), pp. 403-44.

Bekkers, N., R.Q. Doeswijk and T.W. Lam, 2009, “Strategic asset allocation: Determining the 

optimal portfolio with ten asset classes”, Journal of Wealth Management 12(3), pp. 61-77.

Bernstein,. W.J. and R.D. Arnott, 2003, “Earnings growth: The two percent dilution”, Financial 

Analysts Journal 59(5), pp. 47-55.

Black, F., 1990, “Equilibrium exchange rate hedging”, Journal of Finance 45(3), pp. 899-907.

Black, F., and Litterman, R., 1992, “Global Portfolio Optimization”, Financial Analysts Journal 

48(5), pp. 28–43

Blitz, D.C., 2012, “Strategic allocation to premiums in the equity market”, Journal of Index 

Investing 2(4), pp. 42-49.

Blitz, D.C., and De Groot, W., 2013, “Strategic allocation to commodity factor premiums, working 

paper, available at www.ssrn.com.

Blitz, D.C., and Swinkels, L., 2008, “Fundamental Indexation: an Active Value Strategy in 

Disguise”, Journal of Asset Management 9(4), pp. 264-269.

Blitz, D.C., and Van Vliet, P., 2007, “The volatility effect: Lower risk without lower return”, Journal 

of Portfolio Management 34(1), pp. 102-113.

Blitz, D.C., Van der Grient, B., and Van Vliet, P., 2010, “Fundamental Indexation: Rebalancing 

Assumptions and Performance”, Journal of Index Investing 1(2), pp. 82-88. 

Bongaerts, D., De Jong, F., and Driessen, J., 2011, “Derivative Pricing with Liquidity Risk: Theory 

and Evidence from the Credit Default Swap Market”, Journal of Finance 66(1), pp. 203–240.

Botzen, W., van den Bergh, J., and Bouwer, L., 2010, “ Climate Change and Increased Risk for the 

Insurance Sector: A Global Perspective and an Assessment for the Netherlands.”, Natural Hazards 

52(3), pp. 577-598.

Brown, O., 2008, “Migration and Climate Change”, International Organization for Migration #31.

Campbell, J., Serfaty-De Medeiros, K., and Viceira, L., 2010, “Global currency hedging”, Journal of 

Finance 65(1), pp. 87-121.

Campbell, John Y., Luis M. Viceira, Joshua S. White, 2002. “Foreign Currency for Long-Term 

Investors,” NBER Working Papers 9075, National Bureau of Economic Research, Inc. 

Carhart, M.M., 1997, “On Persistence in Mutual Fund Performance”, Journal of Finance 52(1), pp. 

57-82.

Chen, L., Petkova, R., and Zhang, L., 2008, “The expected value premium”, Journal of Financial 

Economics 87(2), pp. 269-280.

Cornell, B., 2010, “Economic growth and equity Investing”, Financial Analysts Journal 66(1), pp. 54-64.

Cornell, B., 2012, “Demographics, GDP, and future stock returns”, Journal of Portfolio 

Management 38(4), pp. 96-100.

Damodaran, A., 2009, “Equity risk premiums (ERP): Determinants, estimation and implications – 

A post-crisis update”, Financial Markets, Institutions & Instruments 18, pp. 289–370.

De Groot, W., Pang, J., and Swinkels, L., 2012, “The cross-section of stock returns in frontier 

emerging markets”, Journal of Empirical Finance, forthcoming.

De Schutter, O., 2010, “Food Commodities Speculation and Food Price Crises - Regulation to 

reduce the risks of price volatility”, Briefing Note #2.

Derwall, J., Guenster, N., Bauer, R., and Koedijk, K., 2005, “The eco-efficiency premium puzzle”, 

Financial Analysts Journal 61, pp. 51-63.



Expected Returns 2016-2020  |  113

Derwall, J., and Koedijk, K., 2012, “The diminishing alpha potential of ESG”, European Center for 

Corporate Engagement, www.ssrn.com.

Derwall, J., Koedijk, K., and Ter Horst, J., 2011, “A tale of values-driven and profit-seeking social 

investors”, Journal of Banking and Finance 35(8), pp. 2137-2147.

Diller, C. and Kaserer, C., 2009, “What Drives European Private Equity Returns? Fund Inflows, 

Skilled GPs, and/or Risk”, European Financial Management, 15, pp. 643-675.

Diller, C. andn Wulff, M., 2011, “The Private Equity Performance Puzzle – let there be light!” 

Montana Capital Research.

Dimson, E., Karakas, O., and Li, X., 2012, “Activism on corporate social responsibility”, London 

Business School working paper, www.ssrn.com.

Dimson, E., Marsh, P., and Staunton, M., 2002, The triumph of the optimists, Princeton University 

Press: Princeton NJ, United States.

Dimson, E., Marsh, P., and Staunton, M., 2010, Credit Suisse Global Investment Returns Yearbook 

2010.

Dimson, E., Marsh, P., and Staunton, M., 2013, Credit Suisse Global Investment Returns 

Sourcebook 2013.

Dimson, E., Marsh, P., and Staunton, M., 2014, Credit Suisse Global Investment Returns Yearbook 

2014.

Doeswijk, R., Lam, T., and Swinkels, L., 2013, “Strategic Asset Allocation: The Global Multi-Asset 

Market Portfolio 1959-2012”, Financial Analysts Journal, March/April 2014 | Vol. 70 | No. 2 |  .

Driessen, J., Lin, T-S., and Phalippou, L., 2012, “A New Method to Estimate Risk and Return of 

Non-traded Assets from Cash Flows: The Case of Private Equity Funds”, Journal of Financial and 

Quantitative Analysis, 47(3), pp. 511-535.

Eccles, R., Ioannou, I., and Serafeim, G., 2011, “The Impact of a Corporate Culture of 

Sustainability on Corporate Behavior and Performance”, Harvard Business School working paper, 

www.ssrn.com

Elton, E.J., Gruber, M.J., Agrawal, D., and Mann, C., 2001, “Explaining the rate spread on 

corporate bonds”, Journal of Finance 56, pp. 247-277.

Erb, C.E., Harvey, C.R., 2006, “The Strategic and Tactical Value of Commodity Futures,” Financial 

Analysts Journal 62, pp. 69-97.

Erb, C.E., Harvey, C.R., and Viskanta, T.E., 1996, “Expected returns and volatility in 135 countries”, 

Journal of Portfolio Management 22(3), pp. 46-58.

Errunza, V. and Losq, E., 1985, “International Asset Pricing Under Mild Segmentation: Theory and 

Test”, Journal of Finance, 105-124. 

Fama, E.F., and French, K.R., 1992, “The Cross-Section of Expected Stock Returns”, Journal of 

Finance 47(2), pp. 427-465.

Frazzini, A., and Pedersen, L., 2010, “Betting against beta”, NBER Working Paper No. 16601.

Froot, K., 1993, “Currency hedging over long horizons”, NBER Working Paper No. 4355.

Fugazza, C., Guidolin, M., and Nicodano, G., 2006, “Investing for the long-run in European real 

estate”, Journal of Real Estate Finance and Economics 34(1), pp. 35-80.

Fung, D., and Hsieh, D.A., 2000, Performance Characteristics of Hedge Funds and Commodity 

Funds: Natural vs. Spurious Biases”, Journal of Financial and Quantitative Analysis 35, pp 291-307

Galema, R., Plantinga, A., and Scholtens, B., 2008, “The stocks at stake: return and risk in socially 

responsible investing”, Journal of Banking and Finance 32, pp. 2646-2654.

Giesecke, K., Longstaff, F.A., Schaefer, S., and Strebulaev, I., 2011, “Corporate bond default risk: A 

150-year perspective”, Journal of Financial Economics, forthcoming.

Gordon, M., 1959, “Dividends, Earnings and Stock Prices”, Review of Economics and Statistics 

41(2), pp. 99–105.



114  | Expected Returns 2016-2020

Gorton, G. and Rouwenhorst, K.G., 2006, “Facts and Fantasies about Commodity Futures,” 

Financial Analysts Journal 62, pp. 47- 68.

Grishchenko, O., and Huang, J., 2012, “The Inflation Risk Premium: Evidence from the TIPS 

Market”, available at www.ssrn.com.

Hallerbach, W.G., and Houweling, P., 2011, “Ibbotson’s default premium: Risky data”, available 

at www.ssrn.com.

Hammond, P., Fairbanks, A., and Durham, J., 1999, “Understanding the Inflation Risk Premium.” 

In Brynjolfsson, j., and Fabozzi, F.J., eds. Handbook of Inflation Indexed Bonds. New Hope, PA: 

Frank J. Fabozzi Associates. Chapter 11.

Harris, R.S., Jenkinson, T. and Kaplan, S., 2012, “Private Equity Performance: What do we 

Know?” NBER Working Paper w17874.

Higson, C, and Stucke, R., 2012, “The Performance of Private Equity”, working paper.

Hong, H., and Kacperczyk, M., 2009, “ The price of sin: the effects of social norms on markets”, 

Journal of Financial Economics 93, pp. 431-449.

Houweling, P., 2012, On the Performance of Fixed Income Exchange Traded Funds, Journal of 

Index Investing 3(1), pp. 39-44.

Houweling, P., Mentink, A., and Vorst, T., 2005, “Comparing possible proxies of corporate bond 

liquidity”, Journal of Banking and Finance 29(6), pp. 1331-1358.

Ibbotson, R., Siegel, L., and Love, K., 1985, “World wealth: Market values and returns”, Journal of 

Portfolio Management, pp. 4-23.

Idzorek, T., Barad, M., and Meier, S., 2006, Commercial Real Estate: The Role of Global Listed Real 

Estate Equities in a Strategic Asset Allocation, Ibbotson Associates: Chicago IL, United States.

Ilmanen, A., 2011, Expected Returns. An investor’s guide to harvesting market returns, John Wiley 

& Sons Ltd: Chichester, United Kingdom.

Illmanen, A., Byrne, R., Gunasekera, H., Minikin, R., 2004, “Which risks have been best 

rewarded?”, Journal of Portfolio Management 30(2), pp. 53-57.

Irwin, S., and Sanders, D., 2010, “The Impact of Index and Swap Funds on Commodity Futures 

Markets”, OECD Food, Agriculture and Fisheries Working Papers #27.

Kaplan, P.D., and Lummer, S.L., 1998, “Update: GSCI Collateralized Futures as a Hedging and 

Diversification Tool for Institutional Portfolios”, Journal of Investing 7(4), pp. 11-17.

Kaplan, S. N. and Schoar, A., 2005, “Private Equity Performance: Returns, Persistence, and 

Capital Flows”, Journal of Finance 60(4), pp. 1791-1823.

Kim, D., 2012, “Value premium across countries”, Journal of Portfolio Management 38(4), pp. 75-86.

Lummer, S.L., and Siegel, L.B., 1993, “GSCI collateralized futures: A hedging and diversification 

tool for institutional portfolios”, Journal of Investing 2(2), pp. 75-82.

Maddison, A., 2003, World Economy - Historical Statistics, OECD.

McMichael, A., Woodruff, R., and Hales, S., 2006, “Climate Change and Human Health: Present 

and Future Risks”, The Lancet 367, pp. 859‐869.

Menkhoff, Lukas and Sarno, Lucio and Schmeling, Maik and Schrimpf, Andreas, Currency Value 

(September 5, 2014). Available at SSRN: http://ssrn.com/abstract=2492082

Michenaud, S., and Solnik, B., 2008, “Applying regret theory to investment choices: Currency 

hedging decisions”, Journal of International Money and Finance 27(5), pp. 677-694.

Miffre, J., A.-M. Fuertes, and A. Fernández-Pérez, 2012, “Commodity futures returns and 

idiosyncratic volatility”, working paper, available at SSRN.

Miffre, J. and G. Rallis (2007), Momentum Strategies in Commodity Futures Markets, Journal of 

Banking and Finance, Vol. 31, No. 6.



Expected Returns 2016-2020  |  115

Naylor, R., and Falcon, W., 2010, “Food Security in an Era of Economic Volatility”, Population and 

Development Review 36(4), pp. 693-723.

Ng, K-Y, and Phelps, B.D., 2011, “Capturing credit spread premium”, Financial Analysts Journal 

67(3), pp. 63-75.

Norman, E.J., Sirmans, G.S., and Benjamin, J.D., 1995, “The Historical Environment of Real Estate 

Returns”, Journal of Real Estate Portfolio Management 1(1), pp. 1-25.

Perold, A., and Schulman, E., 1988, “The free lunch in currency hedging: Implications for 

investment policy and performance standards”, Financial Analysts Journal 44(3), pp. 45-50.

Phalippou, L. 2012, “A Comment on Recent Evidence on Private Equity Performance”, working paper.

Phalippou, L., and Gottschalg, O., 2009, “The performance of private equity funds”, Review of 

Financial Studies 22(4), pp. 1747-1776.

Posthuma, N. and Van der Sluis, P. J., 2003, “A Reality Check on Hedge Fund Returns”, available 

at www.ssrn.com.

Renneboog, L., Ter Horst, J., and Zhang, C., 2008, “The prices of ethics and stakeholder 

governance: the performance of socially responsible mutual funds”, Journal of Corporate Finance 

14, pp. 302-328.

Ritter, J.R., 2005, “Economic growth and equity returns”, Pacific-Basin Finance Journal 13(5), pp. 

489-503.

Robeco, 2010, Inflation versus deflation: It won’t be NICE, available upon request.

Robeco, 2011, The impact of demographics on the economy and equity markets, available upon 

request.

Robeco, 2012, The low-risk anomaly in credits, available upon request.

Robinson D.T. and Sensoy. B.A. 2011.”Cyclicality, Performance Measurement, and Cash Flow 

Liquidity in Private Equity”, NBER Working Paper w17428.

Rouwenhorst, K.G., 1998, “International momentum strategies”, Journal of Finance 53(1), 267-284.

Rouwenhorst, K.G., 1999, “Local return factors and turnover in emerging stock markets”, Journal 

of Finance 54, 1439-1464.

Salomons, R., and Grootveld, H., 2003, “The equity risk premium: Emerging vs. developed 

markets”, Emerging Markets Review 4(2), pp. 121-144.

Sensoy, B.A., Wang, Y. and Weisbach, M.S., 2013, “‘Limited Partner Performance and the 

Maturing of the Private Equity Industry”, NBER Working Paper w18793.

Sharpe, W., 2010, “Adaptive Asset Allocation Policies”, Financial Analysts Journal, vol. 66, no. 3: 

45-59.

Shen, Q., A. Szakmary, and S. Sharma, 2007, “An examination of momentum strategies in 

commodity futures markets”, Journal of Futures Markets, 27, 227–256.

Solnik, B., 1974, “Why not Diversify Internationally rather than Domestically?” Financial Analysts 

Journal 30(4), pp. 48-54.

Statman, M., 2000, “Socially responsible mutual funds”, Financial Analysts Journal 56(3), pp. 30-39.

Stucke, R., 2011, “Updating history”, working paper.

Swinkels, L., 2012, “Emerging markets inflation-linked bonds”, Financial Analysts Journal, 

forthcoming.

Van der Hart, J., Slagter, E., and Van Dijk, D.J., 2003, “Stock selection strategies in emerging 

markets”, Journal of Empirical Finance 10(1-2), pp. 105-132.

Van der Hart, J., De Zwart, G.J., and Van Dijk, D.J., 2005, “The success of stock selection strategies 

in emerging markets: Is it risk or behavioral bias?”, Emerging Markets Review 6(3), pp. 238-262.

VBA, 2010, Het toezicht op pensioenbeleggingen: aanbevelingen van de VBA voor het FTK, ISBN 

978-90-807636-8-5.



116  | Expected Returns 2016-2020

Wilshire, 2013, Report on State Retirement Systems: Funding Levels and Asset Allocation.

Young. A.H., 1993, “Alternative measures of changes in real output and prices – Quarterly 

estimates for 1959-92”, Survey of Current Business: US Government Printing Office.

Literature 4. Economic growth and financial markets in a steady state (p. 103-110)

Astorga, P. (2010), “Mean Reversion in Long-Horizon Real Exchange Rates: Evidence from 

Latin America”, Discussion papers in Economic and Social History, number 80, January 

2010, Oxford University. 

Balassa & Bela (1964), “The Purchasing Power Parity Doctrine: A Reappraisal.” Journal of 

Political Economy 72: 584-96.

BIS (2013), “Triennial Central Bank Survey: Report on Global Foreign Exchange Market 

Activity in 2013”, Bank for International Settlements.

Canzoneri, Matthew, Robert Cumby & Behzad Diba (1999), “Relative Labor Productivity 

and the Real Exchange Rate in the Long Run: Evidence for a Panel of OECD Countries”, 

Journal of International Economics 47, no. 2 (April): 245-66.

CFA Institute (2012), “A new look at currency investing”.

Cheung, Menzie Chinn & Antonio Garcia Pascual (2002), “Empirical Exchange Rate Models 

of the Nineties: Are Any Fit to Survive?” NBER Working Papers, No. 9393 

CPB (2015), “Beoordeling van technische veronderstellingen over wisselkoersen, olieprijzen 

en rentes” (CEP 2015).

Chinn, Menzie & Frankel (2007), “Will the euro eventually surpass the dollar as 

leading international reserve currency?” appeared in ‘G7 current account imbalances : 

sustainability and adjustment’ NBER publication. 

Chinn, Menzie & Meredith (1997), “Sectoral Productivity, Government Spending and Real 

Exchange Rates: Empirical Evidence for OECD Countries”, NBER Working Paper no. 6017.

De Grauwe, Paul (1996), “International Money”, Oxford University Press. 

Dimson, E., Paul Marsh & Mike Staunton (2014), Global Returns database.  

Dornbusch, R. (1985), “Purchasing power parity”, NBER Working paper 1591. 

Doskov, Nikolay & Swinkels, Laurentius (Laurens) Adrianus Petrus, Empirical Evidence on 

the Currency Carry Trade, 1900-2012 (November 1, 2014). Journal of International Money 

and Finance, Forthcoming. Available at SSRN: http://ssrn.com/abstract=2060207

Fama, Eugene. (1984), Journal of Monetary Economics Volume 14, Issue 3, November 

1984, pp. 319-338.

Frankel, Jeffrey (1986), “International Capital Mobility and Crowding-out in the U.S. 

Economy: Imperfect Integration of Financial Markets or of Goods Markets?” in How Open is 

the U.S. Economy? R. W. Hafer, ed. Lexington, Mass.: Lexington Books, pp. 33-67.

Frankel, Jeffrey A. & Andrew K. Rose (1996), “A Panel Project on Purchasing Power Parity: 

Mean Reversion Within and Between Countries”, Journal of International Economics, 40:1-

2, pp. 209-24.

Froot, Kenneth A. & Richard H. Thaler (1990) “Anomalies: Foreign Exchange”, Journal of 

Economic Perspectives, vol. 4, no. 3 (Summer):179–192.

Goldman Sachs (2005), “Merging GSDEER and GSDEEMER: A global approach to 

equilibrium exchange rate modelling”, Global Economics paper 124.



Expected Returns 2016-2020  |  117

Glen, Jack D. (1992), “Real Exchange Rates in the Short, Medium, and Long Run”, Journal of 

International Economics. 33:1-2, pp. 147-66.

Hegwood, Natalie & Papell, D. (1998) “ ” International Journal of Finance & Economics, 

Volume 3, Issue 4, pp.  279-289, October 1998.

Lothian, James R. & Mark P. Taylor (2004),“Real Exchange Rates, Nonlinearity and Relative 

Productivity: The Long and the Short of It”, University of Warwick.

Mark, Nelson & Sul, Donggyu (2001), “Nominal exchange rates and monetary fundamentals

Evidence from a small post-Bretton woods panel”, Journal of International Economics 53 (2001) 

pp. 29-52. 

Meese, Richard A. & Kenneth Rogoff (1983), “Empirical Exchange Rate Models of the 

Seventies: Do they Fit Out of Sample?” Journal of International Economics, vol. 14, no. 1–2 

(February):3–24.

Menkhoff, Sarno, Schmeling & Schrimpf (2012) “Carry Trades and Global Foreign Exchange 

Volatility” The Journal of Finance, Volume 67, Issue 2, pp.  681–718, April 2012

Obstfeld, Maurice, & Kenneth Rogoff (2001), “International Economics: Theory and Policy”, 

Pearson. 

Rogoff, Kenneth (1996), “The Purchasing Power Parity Puzzle”, Journal of Economic Literature 

34: 647-68.

Rogoff, Kenneth & Yu-chin Chen, (2002) “Commodity Currencies and Empirical Exchange Rate 

Puzzles,” IMF Working Papers 02/27, International Monetary Fund. 

Taylor, Alan M. (2002), “A Century of Purchasing Power Parity”, Review of Economics and 

Statistics, 84:1, pp. 139-50.

Taylor, Alan M. & Taylor, Mark (2004), “The Purchasing Power Parity Debate” Journal of 

Economic Perspectives, Volume 18, Number 4, Fall 2004, pp.  135-158. 

The Economist (2015) “Global exchange rates, to go”. 

Zivot, Eric (2000), “Cointegration and forward and spot exchange rate regressions”, Journal of 

International Money and Finance, Volume 19, Issue 6, December 2000, pp.  785-812.





Intended for professional investors only

Important Information 
Robeco Institutional Asset Management B.V., hereafter Robeco, has a license as manager 

of UCITS and AIFs from the Netherlands Authority for the Financial Markets in Amsterdam. 

Without further explanation this document cannot be considered complete. It is intended to 

provide the professional investor with general information on Robeco’s specific capabilities, 

but does not constitute a recommendation or an advice to buy or sell certain securities or 

investment products.

 

All rights relating to the information in this presentation are and will remain the property of 

Robeco. No part of this presentation may be reproduced, saved in an automated data file 

or published in any form or by any means, either electronically, mechanically, by photocopy, 

recording or in any other way, without Robeco’s prior written permission.

 

The information contained in this publication is not intended for users from other countries, 

such as US citizens and residents, where the offering of foreign financial services is not 

permitted, or where Robeco’s services are not available. 



Contact

Robeco (Headquarters)
Robeco Investment Solutions & Research

P.O. Box 973

3000 AZ Rotterdam

The Netherlands

T	 +31 10 224 1246

I 	 www.robeco.com

2016
2020

EXPECTED RETURNS

BEHIND THE CURVE – THE PRICE OF NORMALIZATION




